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Following a review of empirical research on the role of reinforcement in
learning-set formation, the major theoretical explanations of learning-set
formation in monkeys are analyzed. Studies showing that a reward can func-
tion to decrease as well as increase the probability of choosing an object cast
doubt upon theories based on an automatic strengthening function of reward.
Hypothesis or strategy selection theories avoid this problem by assuming
hypotheses, rather than responses, are subject to reinforcement principles, but
hypothesis theories are at best incomplete in their treatment of retention. A
theory which assumes that learning-set formation results from between-prob-
lem stimulus generalization of feedback from expected rewards is consistent
both with retention studies and with experiments on the function of reward
in learning set, suggesting that learning-set formation need not be considered

a complex abstractive process.

When monkeys are given a series of two-
choice object discriminations, their perform-
ance on new problems gets better and better.
They start out making 50% errors on the
second trial of new problems, but after being
tested on a few hundred problems make only
10% or fewer errors on Trial 2 of new prob-
lems. The monkeys, so to speak, ‘“learn how
to learn,” This improvement is not attributa-
ble to the problems having a common solution,
since attributes correlated with reward in one
problem may not be correlated with reward
on a subsequent problem. Nor is this im-
provement simply a matter of the monkeys
adjusting to the experimental situation—sub-
jects typically receive extensive pretraining
displacing objects and picking up rewards
before learning-set (LS) training begins.
Given that these uninteresting explanations of
LS can be rejected, a major theoretical prob-
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lem is to specify the source of this improve-
ment in learning ability.

This study examines the major theoretical
explanations of discrimination LS after a re-
view of the principal findings on the role of
reward in LS in monkeys. The review borrows
heavily from and supplements the excellent
earlier summaries by Harlow (1959), Reese
(1964), and Miles (1965).

REVIEW OF LITERATURE
Basic Learning-Set Procedures and Data

In a typical LS experiment, subjects are
given a series of simultaneous discrimination
problems having the following procedural
characteristics: (@) a pretraining involving
single objects being displaced for rewards; (&)
a small, fixed number of trials on each prob-
lem; (c) a different pair of stimuli for each
problem; (d) a noncorrection procedure; (e)
a reward for every correct response; (f) an in-
tertrial interval of 10-20 seconds. The basic
measure of LS performance is improvement in
within-problem learning as a function of num-
ber of problems given. Subjects cannot im-
prove their performance on Trial 1 across
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problems as it functions solely as an informa-
tion trial.

Harlow (1949) performed the first experi-
ment specifically designed to study between-
problem transfer in monkeys.® In this classic
LS study, monkeys were tested in 344 inde-
pendent discrimination problems in a Wis-
consin General Test apparatus. On the initial
problems, learning improved gradually across
trials, and subjects averaged 529% correct
responses on Trial 2 of the first 8 problems.
On the last set of discriminations, virtually
all the learning took place between the first
and second trials of a problem—subjects
averaged over 90% correct responses on Trial
2 for the last 112 problems. This apparent
change from gradual or trial-and-error learn-
ing to immediate solution of new problems
Harlow labeled “learning set formation.”

Harlow (1950) suggested that the response
patterns of the monkeys might provide an
informative supplement to proportion correct
as a dependent variable. He showed that er-
rors made during LS were not random but
represented systematic response tendencies
that were inappropriate to the solution of the
problems. The four principal error factors
identified were stimulus perseveration, differ-
ential cue, position preference, and response
shift. A brief description of these errors fol-
lows:

1. Stimulus perseveration. Stimulus per-
severation errors consist of repetitive choices
of the incorrect stimulus object. These errors
are attributed to innate or learned preferences
for, or avoidance of, particular stimulus ob-
jects. Stimulus perseveration errors, as mea-
sured by runs of consecutive errors, decrease
as the LS progresses.

2. Differential cue. Tf the correct object oc-
cupies the left side of the apparatus on Trial
1, there is some ambiguity as to whether re-
sponses to the left or to the object itself are
being reinforced. Differential cue errors are
measured by the excess of errors on the trial
when the correct object first shifts position
over the errors made on comparable trials

8 The term “monkeys” refers to rhesus monkeys
since approximately 90% of learning-set studies in
primates have used rhesus monkeys. Departures
from the use of rhesus are noted in the text.
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when the correct object has not yet shifted
positions. The number of errors on shift trials
divided by the number of errors on corres-
ponding nonshift trials is called the compara-
ble-trial error ratio. When this ratio is equal
to 1, presumably no differential cue errors
occurred. Harlow (1950) also reported that
differential cue errors decreased across trials,
and the comparable-trial error ratio ap-
proached 1.0. However, Davis, McDowell,
and Thorson (1953) found that while the ab-
solute number of differential cue errors de-
creased across trials, the comparable-trial
error ratio, if anything, increased.

3. Position preference. Position preferences
are consistent responses to the left or right
foodwell, regardless of the position of the
correct object. Abordo and Rumbaugh (1965)
found that squirrel monkeys given training
such that the correct object switched posi-
tions after each correct response performed
better under conventional LS procedures than
subjects given conventional training through-
out. In general, however, position preferences
are only a minor source of errors in monkeys’
LS formation.

4. Response shift. Response shift errors are
errors of responding to the incorrect object
after the correct object has been displaced on
previous trials. This is normally measured as
an excess of errors following a correct re-
warded trial over the errors following an in-
correct trial. Harlow suggested that this was
attributable to the monkeys’ tendency to
explore the test situation, that is, the unchosen
alternative,

Learning-Set Performance after Trial 1
Reward and Nonreward

On logical grounds reward and nonreward
on Trial 1 of a problem should be equally
informative—that is, if the object chosen was
rewarded, the subject should continue to re-
spond to it; while if the object chosen was
nonrewarded, he should avoid that object on
future trials and choose the other (correct)
object., However, initial reward and nonre-
ward do not have equivalent effects on per-
formance within a problem nor is their effect
constant across problems.

The following generalization can be made:
Early in training there are more correct re-
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sponses following a correct Trial 1 response
than following a Trial 1 error; but later in LS
training the opposite holds—there are more
correct responses following an error than fol-
lowing a correct Trial 1 response (e.g., War-
ren, 1966; see also Reese, 1964, for other
work). An exception may be for difficult two-
dimensional pattern discriminations, in which
strong stimulus preferences appear to occur,
in which correct first-trial responses are
more efficient in reducing errors throughout
LS training (e.g., Leary, 1958a; McConnell &
Schuck, 1962).

If only a single object is presented on Trial
1 and either rewarded or nonrewarded before
the two-choice trials begin, a different picture
emerges. This procedure has the advantage of
breaking the correlation between stimulus
preferences and Trial 1 choices. With single-
stimulus training one finds that throughout
LS training, Trial 1 nonreward uniformly re-
duces errors more than does Trial 1 reward
(Boyer [1965],* 1966; Fletcher & Cross,
1964; see Reese, 1964, for earlier- work;
Schwartzbaum & Poulas, 1965).

Two possible confoundings present in stud-
ies employing single-stimulus pretraining ob-
viate drawing any firm conclusions as to the
effectiveness of reward and nonreward. First,
there is the possibility that adapting animals
to the test situation by having them displace
single objects for rewards prior to LS training
teaches the monkeys not to attend to a singly
presented rewarded object. Harlow (1959)
cited an unpublished study by Schrier and
Harlow in which the difference in performance
between initial reward and nonreward (favor-
ing nonreward) was five times greater than
the usual 10% difference, implying that
monkeys learned virtually nothing following
an initial rewarded response. The only differ-
ence in procedure was that the Trial 1 object
was placed over the center foodwell which
otherwise was used solely for adapting ani-
mals to displace objects. This study suggests
that processes related to attention are prob-
ably producing effects during single-stimulus

4W. N. Boyer. Discrimination performance in
three species of monkeys as a function of Trial 1
reward contingency, intertrial interval, and prior test
experience. Unpublished doctoral dissertation, Okla-
homa State University, 1965.
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pretraining which make the relative effective-
ness of reward and nonreward difficult to
evaluate using this procedure. A second
shortcoming of the single-stimulus pretrain-
ing paradigm is that responses to novel ob-
jects have differential effects on performance
following rewarded and nonrewarded first
trials, Any tendency to respond to novel
objects would increase the estimate of amount
learned from a nonrewarded first trial and
decrease the estimate of the amount learned
from a rewarded trial. As the following sec-
tion of this study indicates, novelty and
familiarity can be distinctive cues for mon-
keys.

Effects of Novelty and Familiarity

Test-experienced monkeys appear to retain
a tendency to approach novel stimuli, but
under conditions favorable to generalization
from the positive to the negative stimulus
(e.g., the negative stimulus has not been
chosen and nonrewarded), the tendency to
approach familiar, negative stimuli becomes
stronger than the tendency to approach novel
objects (Behar, 1962a, 1962b; Leary, 1956;
see also Reese, 1964).

Monkeys can solve two-trial LS problems
when the correct solution is to choose a newly
presented Trial 2 object and to avoid either
the correct or incorrect Trial 1 object (Brown,
Overall, & Blodgett, 1959). Monkeys can also
learn to approach or avoid specific recurring
stimuli from previous problems (Gentry,
Overall, & Brown, 1958) even on Trial 1 of
new problems (Riopelle, Chronholm, & Addi-
son, 1962).

Cross, Fletcher, and Harlow (1963) showed
that the cue of familiarity can be established
from home-cage experience with objects. For
one group (positive) the home-cage objects
were designated as correct in the test situa-
tion, for another group (negative) the ob-
jects were always incorrect in the experiment,
and for the third group (mixed group) the
home-cage stimuli were arbitrarily designated
as correct and incorrect. A control group re-
ceived no home-cage experience with the ob-
jects. The positive group and the negative
group performed significantly better than
chance on Trial 1 of the problems involving
one home-cage stimulus, showing that they
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were able to use familiarity as a cue. The
negative group performed better than the
positive group, suggesting that subjects had a
tendency to approach the novel objects. The
mixed group did not differ from control sub-
jects on Trial 1 of new problems and were
actually inferior to them on Trials 2-12 (see
also Shell & Riopelle, 1958).

In summary, novelty and familiarity can
be and are effective cues for monkeys and, as
such, complicate inferences concerning the
effectiveness of reward and nonreward. In the
following section, we see that experiencing a
diversity of problems is important in LS for-
mation,

Problem Diversity

Schusterman (1962, 1964) demonstrated
that chimpanzees given repeated reversal of
a single discrimination problem show immedi-
ate efficient Trial 2 performance when
switched to LS training. Schusterman’s apes
seemed to transfer a generalized strategy of
win-stay, lose-shift with respect to objects.

Monkeys in contrast to apes may require a
more diverse selection of stimuli to form an
LS. Riopelle (1953) reported that giving
2,000 training trials on six object discrimina-
tions followed by conventional LS training re-
sulted in LS performance similar to that of a
group of monkeys that had not received prior
training. Treichler (1966) trained monkeys
for 840 trials on two discrimination problems
and found that an immediate win-stay, lose-
shift strategy did not result. The modest trans-
fer observed in his experiment may be at-
tributable to specific interproblem stimulus
generalization.

A study by Riopelle (1955a) suggests that
the minimum number of different stimuli
needed for LS formation may be quite small.
Five naive monkeys who had learned 10 pre-
liminary discriminations were trained to a
criterion of 5 trials in a row correct (or a
maximum of 50 trials) on two-choice problems
consisting of the various combinations of four
different objects. They received 18 scrambled
repetitions of each of the 12 possible combi-
nations of the four stimuli, or a total of 216
problems, before being shifted to conventional
LS. Since all the combinations of the four
objects were used, subjects received consider-
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able reversal learning experience. The mon-
keys showed immediate excellent LS perform-
ance on the conventional six-trial problems.

On the other hand, Riopelle and Moon
(1968) found that diversity of problems en-
hances the LS formation. Two groups of four
stumptail monkeys were given 10 six-trial
problems each day of training consisting of 7
familiar (repeated) and 3 new problems. The
predictable reward group had the same objects
designated as correct for the repeated prob-
lems, and the unpredictable reward group had
reward randomly assigned to objects for the
repeated problems. For a control group all 10
problems each day were new. After this dif-
ferential pretraining, all three groups were
given 50 six-trial problems with all new stim-
uli. The predictable reward group quickly
reached perfect performance on the first trial
of recurrent problems. On transfer to LS prob-
lems that employed all new stimuli, the con-
trol group performed significantly better than
either of the other groups having received less
diverse stimuli. This suggests experiencing a
variety of stimuli is important for the estab-
lishment of LS in monkeys (see also the sec-
tion on transfer of learning sets).

Retention of Discriminations

Most theoretical descriptions of LS lead
one to expect relatively poor retention of indi-
vidual discriminations. According to Harlow:

By the time the monkey has run 232 discriminations
and followed these by 112 discriminations and re-
versals, he does not possess 344 or 456 specific hab-
its, bonds, connections, or associations. We doubt if
our monkeys at this time could respond with much
more than chance efficiency on the first trial of any
series of previously learned problems. But the
monkey does have a generalized ability to learn any
discrimination problem or axy discrimination re-
versal problem with the greatest of ease [Harlow,
1949, p. 63].

1. Intertrial interval. Relatively short-term
retention of object discriminations can be as-
sessed by studies varying intertrial interval.
For intertrial intervals between 10 and 150
seconds, performance typically declines al-
though only modestly (Boyer, 1966; Fletcher
& Cross, 1964; Harlow, 1959; Harlow & War-
ren, 1952; Kruper, Patton, & Koskoff, 1961;
Riopelle & Churukian, 1958). For example, in
the Riopelle and Churukian study there was
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about a 5% decrease in performance as the
intertrial interval increased from 10 to 60
seconds.

2. Concurrent versus comnsecutive problem
sequences. Typically, a series of problems is
presented to a monkey such that he receives
all the predetermined trials on one problem
before being given the next problem. In the
concurrent procedure the problems are pre-
sented in a paired-associate fashion so that
Trial 1 of each problem appears before Trial
2 on any problem is given. The concurrent
procedure may involve both interference from
other pairs in the list and increased forgetting
from longer interpresentation intervals. As
one might expect, consecutive stimulus presen-
tation results in better performance than con-
current (Darby & Riopelle, 1955), and con-
current list performance decreases with in-
creases in list length at least for squirrel mon-
keys (King & Goodman, 1966) and chimpan-
zees (Hayes, Thompson, & Hayes, 1953). The
concurrent presentation procedure on the
other hand is not especially difficult for rhesus
monkeys (e.g., Leary, 1958a, 1962), and re-
tention of a well-learned list is excellent at a
24-hour retention interval (Sledjeski &
French, 1968).

3. Long-term retention. Monkeys are able
to retain not only object discrimination LS
(e.g., Braun, Patton, & Barnes, 1952) but
also specific object discriminations. Monkeys
have been found to retain discriminations
virtually perfectly for at least 24 hours after
as few as six acquisition trials per problem
(Riopelle & Moon, 1968; Riopelle et al,
1962). Mason, Blazek, and Harlow (1956)
reported above-chance first-trial performance
by young monkeys on a series of 90 six-trial
object discriminations which were uninten-
tionally repeated after a I-month interval.
Strong (1959) gave four naive monkeys ex-
tensive training on 72 pairs of stimulus ob-
jects and found extremely good performance
(90% correct) at retention intervals between
30 and 210 days. Zimmermann (1969) re-
ported about a 15% retention loss in monkeys
for each cycle of 100 discrimination problems,
which were repeated every 20 days. By the
sixth cycle, Trial 1 retention was 83% correct.
A 3-month retention interval before the last
cycle resulted in a 20% memory loss.
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In a series of studies of retention in LS-
experienced monkeys, Bessemer ® found effi-
cient performance on object discriminations
over a 24-hour retention interval but that,
strikingly, the retention loss appeared to be
confined to those problems on which the first
trial response during training had been in-
correct and nonrewarded. Since subjects pre-
sumably responded to their preferred stimu-
lus on Trial 1, stimulus preferences can be
pinpointed as playing a significant role in
retention; when the preferred stimulus is
correct, retention performance is better. Even
if the associative information were lost, stimu-
lus preferences would insure good retention
performance when the preferred stimulus is
correct. In an experiment that eliminated
stimulus preferences by using single-stimulus
presentations, the differential retention effect
disappeared. Bessemer’s finding that stimulus
preferences were strongly influencing retention
is of considerable theoretical importance since
the manifestation of stimulus preferences in
these LS-experienced subjects would perhaps
be unexpected.

4. Transfer suppression and interproblem
interference. Riopelle (1953) proposed that in
the course of LS, monkeys suppress transfer
of inappropriate problem solutions and treat
successive problems increasingly indepen-
dently. Eventually, according to the transfer
suppression theory, responses to a particular
problem do not transfer to succeeding prob-
lems. To assess this idea, Riopelle tested naive
monkeys on six problems each day for 63 days,
with the sixth problem being a reversal of
either the first or fourth problem of that day.
Initially the subjects made 80% errors on
the first trial of the reversed problems, but
eventually their performance reached 60%
errors on the first trial of reversals and was
not different from that on nonreversal prob-
lems on Trials 2-6.

However, these results do not imply that
LS is accompanied by increased forgetting
about specific object discriminations. As
Stollnitz and Schrier (1968) pointed out, LS
formation could not have been based on the

5D. W. Bessemer. Retention of object discrimina-
tions by learning set experienced monkeys. Unpub-
lished doctoral dissertation, University of Wisconsin,
1966.
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development of stimulus independence, since
the monkeys in Riopelle’s study had largely
formed their LS before they started to sup-
press transfer. Schrier and Stollnitz tested
LS-experienced monkeys for transfer suppres-
sion by replicating Riopelle’s (1953) pro-
cedure. Their monkeys averaged only 17%
correct responses on Trial 1 of the reversals.
Transfer suppression had not resulted from
their prior LS training. A second experiment
employed LS-experienced stumptail monkeys
using Riopelle’s procedure for a more ex-
tensive testing period. Trial 1 performance on
reversals was initially poor and, surprisingly,
did not improve with practice. A replication of
Schrier (1969) employed both rhesus and
stumptail monkeys, and again stumptails
failed to improve on Trial 1 of reversed prob-
lems over a 13-week practice period. The
rhesus monkeys did improve (showed transfer
suppression), and one subject performed sig-
nificantly ebove chance on Trial 1 of the
reversals. This above-chance performance is
contrary to the transfer suppression proposi-
tion of problem independence. The pattern of
results supports the contention that improve-
ment in performance on Trial 1 of reversals
that are interspersed during LS training rep-
resents learning to reverse when familiar
stimuli reappear rather than any forgetting
phenomenon such as implied by transfer sup-
pression theory. There is independent evi-
dence that monkeys can learn to reverse a
previous choice after an arbitrary signal
(Riopelle & Copeland, 1954).

Transfer of Learning Sets

Learning sets may facilitate or hinder per-
formance on different types of stimuli or
problems. Wilson and Wilson (1962) reported
a small but reliable transfer between visual
and tactual LS (see von Wright, 1970, for a
review of cross-modal transfer). Harlow and
Warren (1952) reported positive transfer be-
tween pattern-discrimination LS and object-
discrimination LS. Takemura (1960) tested
two Japanese and one Formosan monkey on
form-discrimination LS after they had re-
ceived 168 color-discrimination LS problems.
Performance on the form-discrimination prob-
lems started at chance on Trial 2, but the
form LS developed faster than the color-dis-
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crimination LS. King (1966) found that
concept-formation training (i.e., choose red,
regardless of form) transferred to object-dis-
crimination LS better than training involving
rewarded presentations of single objects. Rum-
baugh, Sammons, Prim, and Phillips (1965)
reported that giving squirrel monkeys pre-
training for 3,000 trials with either a single
stimulus or with 500 different stimuli under
a 50% reward schedule retarded LS forma-
tion. Interposing a task where monkeys’ per-
formance does not rise much above chance
(such as double alternation) also may disrupt
object-discrimination LS (Rumbaugh & Prim,
1964; Warren & Sinha, 1959).

Particular theoretical significance attaches
to transfer between object-discrimination LS
and reversal LS. In terms of abstract rules for
problem solution, both procedures have the
solution win-stay, lose-shift (with respect to
objects), and on some grounds one might
expect perfect transfer between them. Chim-
panzees show immediate direct transfer from
repeated reversals involving just a few pairs
of stimuli to object LS (Schusterman, 1962,
1964). Repeated reversal learning also facili-
tated the LS formation of Philippine and
stumptail monkeys but to a much smaller
extent (Schrier, 1966). Even repeated re-
versal of a position discrimination may facili-
tate object-discrimination LS in monkeys
(Warren, 1966).

If the nonreward on the first trial of re-
versal comes to act as a cue or sign for re-
versal, then object-discrimination LS might
facilitate reversal LS only to the extent that
efficient prereversal performance makes the
nonreward on the first reversal trial a dis-
tinctive cue. The results of a number of stud-
ies with a variety of primate species suggest
that object-discrimination LS facilitates re-
versal LS but that the transfer is by no
means complete or perfect (Cross & Brown,
1965; Harlow, 1944, 1950, 1959; Meyer,
1951; Rumbaugh & Ensminger, 1964; Schrier,
1966). In other words, transfer between ob-
ject and reversal LS does not consist simply of
employing a win-stay, lose-shift rule.

Information Value of Rewards

1. Partial reinforcement. Behar (1961b)
gave naive and sophisticated monkeys a
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choice between receiving two units of reward
50% of the time or one reward 1009 of the
time. Naive subjects showed no preferences
while the test-experienced monkeys chose the
consistently rewarded object suggesting that
nonreward had a greater effect on the sophisti-
cated than on the naive monkeys.

Bowman (1963) tested LS-experienced
monkeys under conditions where correct re-
sponses were rewarded with various probabili-
ties. The within-subject design used reward
percentages of 100%, 75%, 50%, and 25%.
Discrimination performance was efficient only
for reward percentages of 100% and 75%.
For another condition, one of two colors was
revealed when the objects were displaced.
These color markers followed the positioning
of the correct and incorrect objects and thus
could serve as secondary reinforcers. The par-
ticular colors used changed from problem to
problem, so the color information could be
useful only after the first rewarded trial.
Under this procedure, performance on the
25% and 50% conditions improved signifi-
cantly.

2. Ambiguous problems. Consider three
stimuli, A, B, and C, that are presented in
pairs consisting either of A and B, with A
correct, or B and C, with B correct. To solve
the problem, B must be chosen when paired
with C and must be avoided when paired with
A. Performance on AB trials versus BC trials
may serve to estimate the relative effects of
reward and nonreward, The data reveal that
BC trials typically result in fewer errors than
AB trials for objects, while the reverse ap-
pears to hold true for two-dimensional stimuli
(Bernstein, 1961; Fletcher, Grogg, & Garske,
1968; Leary, 1958b; Thompson, 1954). Un-
fortunately, inferences concerning the effec-
tiveness of reward and nonreward depend
crucially upon assumptions concerning the
absence or presence of within-problem general-
ization so that no strong conclusions have
been drawn.

3. Information acquired in one trial. Stoll-
nitz (1965) summarized a number of studies
showing that when the stimuli are separated
from the site of the monkey’s response by
only a minimal distance, discrimination per-
formance is severely retarded. It would follow
from this that monkeys might learn only
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about the object chosen in a discrimination
problem. Lockhart, Parks, and Davenport
(1963) used test-experienced pigtail monkeys
to directly test this proposition, For one group
of animals, the object not chosen on the first
trial was replaced for Trials 2—-6 of six-trial
problems, while for the other group the dis-
placed object was replaced for Trials 2-6. The
reward conditions were dictated by and con-
sistent with the first trial outcome. The sub-
jects having the unchosen object replaced
were correct on 85% of their Trial 2 choices,
while the subjects having their chosen object
replaced performed at chance level, regardless
of whether their first trial was correct or in-
correct.

Learning is not solely restricted to the ob-
ject chosen. Brown and Carr (1958) placed
the objects for the next problem 6 inches be-
hind the objects being used for the current
problem, The object which was to be correct
on the following problem was always behind
the object which was currently correct. Their
monkeys showed significantly better-than-
chance performance on the first trial of the
new problems, indicating that they had
learned something about the incidental cues
(see also Davis, 1965 and Zeis [1964],° for
other incidental learning studies).

There is some evidence that with extended
practice, animals can learn something about
the unchosen object. Bowman and Takemura
(1966) also used the procedure of replacing
either the chosen or the unchosen Trial 1 ob-
ject which could be rewarded or nonrewarded.
For one group the recurring object was always
correct, while for the other the recurring ob-
ject was incorrect. When the chosen object
was brought forward, both groups were able
to master the problems. The group having
the unchosen object brought forth as correct
learned much more slowly but eventually did
master the problem. One might argue that
subjects were using familiarity as a cue, since
the recurring object was always correct. Even
so, this would indicate that familiarity with
objects can be acquired without directly dis-
placing, them.

68, M. E. Zeis. The use of peripheral cues in
learning set formation by rhesus monkeys. Unpub-
lished doctoral dissertation, Catholic University of
America, 1964.
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The monkeys having the unchosen object
brought forward as incorrect immediately
reached a level of 709% correct on Trial 2 and
did not appear to improve their performance.
Note that one need not invoke any associative
process to explain this result if stimulus pref-
erences are assumed to occur. Variables lead-
ing to not choosing the object on the first
trial may also operate on Trial 2 to produce
70% performance even in the absence of
learning.

Fletcher and his associates (Fletcher, 1966;
Fletcher & Takemura, 1965; Fletcher et al,,
1968) have employed a prompting procedure
where a cue (i.e., the prompt) is attached to
either the correct (positive prompt) or in-
correct (negative prompt) object. Groups are
given pretraining with either a positive or a
negative prompt to teach the monkeys the
significance of the prompt. As a result, few
errors occur on prompted trials during the
main experiments. Learning is assessed by
trials in which the prompts are removed; and,
in general, negative prompting results in bet-
ter performance than positive prompting. Re-
placing the correct object with a new object
on transfer tests after negative prompting
trials shows that monkeys apparently learn
about the incorrect object on the basis of its
previous pairings with the negative prompt,
even though they have never chosen it.

4. Control by positive and mnegative cuc.
French, Birnbaum, Levine, and Pinsker
(1965) tested monkeys under the following
experimental procedures: (a) both the correct
and incorrect objects were constant; (&) the
correct object remained the same, but a new
incorrect stimulus was constantly introduced;
(c) the correct object remained the same,
and new incorrect stimuli were introduced;
(d) both new correct and incorrect objects
were introduced for each problem. The first
condition yielded the best performance, the
next two conditions had intermediate effects,
and performance was least efficient under the
fourth condition. In a somewhat related ex-
periment Ettlinger (1960) found for both tac-
tile and visual discriminations that separat-
ing the correct cue by 2 inches from the re-
sponse site was more disruptive than separat-
ing the incorrect object from the normal re-
sponse sites.
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By using an automated apparatus and two-
dimensional stimuli, Sheridan, Horel, and
Meyer (1962) were able to allow either
correct, incorrect, both, or neither stimuli to
persist for certain time intervals after an
animal’s choice response. Persistence of the
correct stimulus aided performance more than
persistence of the incorrect stimulus, both of
which were better than either of the other two
conditions.

5. Rewards as cues. Apart from any
strengthening function, rewards can serve as
cues. A suitable paradigm to show this in-
volves two-trial problems where the correct
response on Trial 2 is determined by the Trial
1 outcome. That is, one can give problems
having the solution win-stay, win-shift, lose-
stay, or lose-shift with respect to objects.
The combination of the first and fourth type
of problem is simply the usual object-dis-
crimination LS, but the second and third
type of problem require the subject to aban-
don responses to the just-rewarded cue or to
persist in responding to a cue despite nonre-
ward, respectively. The four types of prob-
lems are typically administered in a between-
subjects design where only one of the four
problems is presented to a given group of
monkeys. For example, if a group is tested on
win-shift, its Trial 1 response will always be
rewarded, and on Trial 2 subjects must select
the previously unchosen object. The results
of a number of studies (Brown, McDowel], &
Gaylord, 1965; McDowell & Brown, 1963a,
1963b, 1963c; McDowell & Brown, 1965a,
1965b, 1965¢, 1965d, 1965e; McDowell, Gay-
lord, & Brown, 1965a, 1965b; see Reese,
1964) show that monkeys can learn all four
solution types. Win-stay is by far the most
difficult of the four solutions to learn—a re-
sult puzzling from the point of view that
rewards directly strengthen responses. In a
few experiments (Brown et al,, 1965; Mec-
Dowell et al., 1965b), win-stay was not
learned at all. Perhaps responses to novelty
and overall reward probability are related to
this result, but there is at present no clear
explanation. Within-subjects comparisons of
compatible problem types (e.g., win-stay com-
bined with lose-stay) would control overall
reward probabilities and might elucidate mat-
ters. Finally, Behar (1961a) has shown that
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monkeys can form an object-alternation (win-
shift, lose-stay) LS.

Riopelle, in a series of studies (Riopelle,
1955b; Riopelle & Francisco, 1955; Riopelle,
Francisco, & Ades, 1954), has used a marble
as a Trial 1 signal. Six-trial problems were
given with no food, food, or a marble on Trial
1 signaling the chosen or unchosen object to
be correct and rewarded with food in Trials
2-6. Under these conditions, where win-shift
and lose-stay were not rewarded on Trials 3—6
of a problem, win-stay and lose-shift were
performed better than win-shift and lose-stay
(see also Schwartzbaum & Poulas, 1965). An
interesting feature of Riopelle’s data is that
groups trained on marble-stay, if anything,
perform better than groups trained on food-
stay. It may be that food cues are less effi-
cient than marble cues since the food may
distract the animals’ attention from the
chosen object. These experiments show that
as a Trial 1 cue (reinforcer), a marble can
function as effectively as food reward, and
they support emphases on the cue value of
reward.

ANALYSIS AND REVIEW OF THEORIES

This section reviews several theories that
have addressed themselves to the question of
what is learned during LS formation.

Modified Hull-Spence Theory

Reese (1964) suggested a modified version
of Hull-Spence theory that might account
for LS formation. It correctly predicts that
early in LS training a success will reduce
future errors more than an error, while later
in training an error will reduce future errors
more than a success. Reese also drew the
implications that the stimulus preferences
must be overcome before the efficient LS per-
formance can occur, and retention should be
greater early in training than later. Doubt is
cast on the former proposition by Bessemer’s
(see Footnote 5) finding that stimulus pref-
erences persist in LS-sophisticated animals
and on the latter by the efficient retention of
specific discriminations and the corresponding
failure to obtain transfer suppression.

More fundamentally, one might question
the assumption of a direct strengthening func-
tion of rewards. We have seen that monkeys
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can learn problems requiring the animal to
avoid the object just chosen and rewarded
(i.e., win-shift) and to approach an object
that had just been followed by nonreward
(i.e., lose-stay) (e.g., McDowell et al., 1965a)
and that a marble is as reinforcing as a raisin
(e.g., Riopelle et al., 1954).

Hypothesis Theories

The previously mentioned difficulty with
Reese’s modification of Hull-Spence theory is
resolved by hypothesis theories. They view
LS formation as a more abstract process
in which hypotheses rather than single re-
sponses are regarded as subject to principles
of reinforcement. Strategies or hypotheses
rather than single responses may incorporate
Trial 1 outcomes as cues, and thus a win-shift
hypothesis is just as possible as a win-stay hy-
pothesis.

1. Harlow’s error-factor theory. Harlow’s
error-factor theory is a uniprocess theory, and
only one basic learning process, inhibition, is
assumed to occur. It is assumed that the cor-
rect response is immediately available but
must compete with many inappropriate re-
sponses in the learning situation. Formation
of a LS, according to the theory, occurs when
the monkey has eliminated these error factors
or inappropriate response tendencies.

Error-factor theory is not fully developed
since specific assumptions and postulates have
not yet been presented. For example, while
transfer suppression would seem to be con-
sistent with error-factor theory, it is not ob-
vious that lack of suppression constitutes evi-
dence against the theory. The various error
factors do not completely disappear during
LS formation (e.g., Bessemer, see Footnote 5;
Davis et al., 1953), but the implications of
this are unclear because the proportion of
responses controlled by a given error factor
presently cannot be determined, and conse-
quently the strengths of the various error
factors cannot be compared.

2. Levine’s hypothesis behavior model.
Levine’s model (Levine, 1959, 1965) differs
from Harlow’s in several fundamental ways.
The model includes both error-producing and
reward-producing response patterns, hence
the term hypothesis rather than error factor.
Formation of LS occurs by the strengthening
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of the correct hypothesis by 100% reinforce-
ment and the gradual extinction of other hy-
potheses because of 50% reinforcement. All
response patterns are measured, and from
this the proportion of the time a specific
hypothesis is used can be estimated. The de-
tailed hypotheses are specific enough so that
by some algebraic manipulations Levine can
derive the proportion of time each of these
hypotheses was used in a set of data. The
model was tested (Levine, 1959) by observing
some proportions of response sequence pat-
terns and then predicting the proportion of
occurrence of other response patterns. In gen-
eral the agreement between predicted and ob-
served proportions of responses is quite good.
Interestingly, with monkeys, nonzero estimates
of hypotheses seem to occur only for position
preference, stimulus preference, the correct
solution,” and random or residual responding.
At present, the model says nothing about re-
tention of specific information except that
hypotheses, and therefore memory concerning
stimulus properties, persist for at least three
trials.

3. Restle’s mathematical wmodel. Restle’s
(1958) explanation of LS formation empha-
sizes the cue function of rewards and centers
importantly on an assumption of abstract
cognition. The theory assumes three classes of
cues are available during LS formation. There
are Type a cues, which are relevant and com-
mon to all problems of the experiment; Type
b cues, which are relevant within any one
problem but which are not valid across prob-
lems; and Type ¢ cues, which are not valid at
any time. The Type a cues are abstract, and
LS formation is seen to involve learning to
use Type a cues and to ignore or adapt out
invalid cues (Type ¢) and those valid within
individual problems (Type &).

Restle cast his theory in mathematical form
and discovered parameter values which al-
lowed him to accurately describe both intra-
and interproblem learning curves of data from
previous LS studies.

7 Bowman (Bowman, 1963; Bowman & Takemura,
1965) has suggested separating win-stay and lose-
shift from each other since the two components may
be learned separately. Bowman’s analysis is similar
enough to Levine’s that it is not given separate
treatment here.
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Since Type & cues get adapted, it seems
crucial for the theory to predict transfer sup-
pression, and, unfortunately for the theory,
transfer suppression does not occur.

A question applying to all three models
concerns the interplay between abstract cues
or rules and specific stimulus properties, Hy-
pothesis models principally have been con-
cerned only with describing or representing
differences in performance between initial and
terminal states of learning with little empha-
sis on transitional functions. Little attention
has been directed to ways in which learning
processes studied in other contexts operate in
LS formation. The escape from the assumption
of an automatic strengthening function of
reward appears to have been at the expense
of a loss of contact with such fundamental
areas of learning theory as stimulus generali-
zation and retention. The model discussed in
the next section ties LS formation more
closely to specific stimulus properties and is
consistent with efficient retention of specific
discriminations.

Feedback Theory of Learning-Set Formation

The reader is referred to a companion pa-
per ® by this author for a full treatment of
the feedback theory of LS formation. This
theory is an elaboration of a scanning model
(Estes, 1966) which has already been suc-
cessfully applied to reward magnitude learn-
ing by monkeys (Meyer, LoPopolo, & Singh,
1966). The main feature of the scanning
model is that on a given trial, the subject
scans the available cues, generates a feedback
(covert prediction of reward value) for each
cue, and makes the response which he pre-
dicts will yield the highest feedback.

Choices are controlled by stimulus proper-
ties of cues (i.e., their salience) and by ex-
pected feedback from previous rewards. Re-
wards affect choices by the facilitatory or in-
hibitory feedback their anticipation causes,
but they do not directly affect learning. As
applied to LS, the model assumes that re-
wards and nonrewards increase or decrease
the expected feedback or anticipated reward
value for the cue to which the animal re-

8D, L. Medin. A feedback model for discrimina-
tion learning set in monkeys. Unpublished manu-
script.
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sponded.” An individual problem is solved by
an active selection of valid cues rather than
an adaption of irrelevant cues. For object-
discrimination LS, the model assumes the
monkey responds to one of four cues: (@) one
object, (5) the other object, (¢) the left po-
sition, and (d) the right position.

The basis for LS improvement is assumed
to be interproblem stimulus generalization of
feedback from expected rewards. This idea
requires some explanation, since the sugges-
tion that LS is mediated by specific between-
problem stimulus generalization was rather
casually dismissed in the introduction to this
review, According to the model, transfer of
feedback from anticipated rewards does not
mysteriously become associated solely with
the object to be correct on future problems.
Positive feedback from rewards associated
with similar cues on previous problems is
transferred by stimulus generalization to both
the future correct and incorrect objects. Even
though no differential advantage accrues to
the object to be correct on new problems, the
scanning or cue-selection process functions
more efficiently when initial feedback from
anticipated rewards is high. Given high initial
expectation of rewards, the monkey is able to
focus on the correct cue almost immediately,
and the discrimination is solved quickly.
When the feedback associated with the correct
and incorrect stimuli is low, even large differ-
ences in feedback for the correct and incor-
rect cues do not lead to efficient performance.
One reason for this is that both cues would
be at a disadvantage in competing for atten-
tion with other cues in the situation. When the
feedback associated with both cues is high,
the scanning process functions to narrow at-
tention down to these two cues. Though the
feedback associated with the incorrect object
may be large, the feedback associated with
the correct cue need only obtain a small ad-
vantage in order to control responding vir-
tually perfectly., High initial feedbacks, in
addition to placing certain cues at a competi-
tive advantage, allow the scanning process to

9 However, in general, reward does not automati-
cally strengthen responses since a decrease in feed-
back might follow reward after the monkeys have
been trained that nonreward follows reward as on
a win-shift problem.
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perform more efficiently. This ability to effi-
ciently focus on, or so to speak, home in on,
cues with high feedback is a property of many
stochastic learning models.

Most of the detailed predictions of the
model were drawn from a computer simula-
tion. The model is able to generate typical
between- and within-problem LS functions. It
correctly predicts that early in LS training a
correct response reduces future errors more
than an error, while late in LS an error re-
duces future errors more than a correct re-
sponse, In addition, data produced by the
model showed a pattern of error factors quite
similar to that of real monkeys (Davis et al.,
1953).

Specific criticisms of the feedback model
await its future development and testing. If
the feedback model for discrimination LS
were to receive consistent support, it would
have major implications for what monkeys
learn during LS training. Historically, LS for-
mation has been considered to be a complex
abstractive process involving a conceptual
understanding on the part of the monkeys.
The feedback model does not assume any such
abstract cognition and suggests that specific
stimulus properties play a major role in LS
formation. The feedback model suggests that
the monkey does not so much learn how to
learn as learn what to expect.
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