1. INTRODUCTION

It has been said that psychology has a long past but a short history. Nowhere is this observation more apt than in the psychology of concepts. The study of concepts and categorization is directed at the most fundamental questions concerning the interaction of mind and world. What kinds of things are there in the world and how do people come to know them? What is the relationship between lexical terms and their referents? Do we simply recognize categories or do constructive processes operate to create categories and concepts? These are questions asked by early Greek philosophers, questions that persisted in monasteries through the dark ages, and questions that organized thought in biology from the emergence of systematics in the 17th century, through the development of evolutionary theory, and they continue to the present day.

Psychology and experimental studies of concepts and categorization, while burgeoning, are still in their infancy. As such, one might expect false steps, some falls, and uneven progress. As we shall see, the psychological study of concepts has lived up to this metaphor (to the occasional frustration of researchers). But learning to walk or even crawl promises new views and perspectives. In this chapter, we provide a selective review of research on concepts and categorization, focusing on the last 30 years or so. Even in this short span there have been a number of twists and turns, and it is not always easy to identify genuine progress. One should note, however, that progress also comes in the form of methodological and technical advances.
that allow researchers to ask sharper questions. From the latter perspective, the field has seen unambiguous advances.

An important characteristic of categorization research is a multiplicity of approaches. Although pluralism can be taken as an index of a lack of clear goals and means, we prefer to read it as a “divide and conquer” strategy appropriate for problems of the magnitude of the psychology of concepts. At the same time, however, there needs to be enough communication to recognize convergences and exploit progress in allied subareas. In that spirit our review will indicate points where greater interplay across approaches may be fruitful.

The remainder of this chapter is organized as follows. We first continue our somewhat belabored introduction by outlining the sometimes fitful progress in the psychological study of concepts and categories over the past 50 years or so. Next we turn to constraints and challenges that qualify key results, generate new findings, and (in our opinion) ultimately constrain what any theory of categorization must account for. This sets this stage for a discussion of current challenges and further opportunities for progress.

II. CONCEPTUAL FUNCTIONS

First, it will be useful to have a few definitions. By concept we mean a mental representation of a category serving multiple functions, one of which is to allow for the determination of whether or not something belongs to the class. A category refers to the set of entities picked out by the concept. As we shall see, concepts serve multiple functions and a focus on a single function comes at the risk of developing theories that are too narrow to do the work they will ultimately be asked to do (e.g., Mattheus, Rendell, Medin, & Goldstone, 1989).

There are numerous possible taxonomies, but we will distinguish seven functions of concepts: categorization, understanding, inferences, explanation and reasoning, learning, communication, and combination. These are meant to be neither mutually exclusive nor exhaustive, but they illustrate the vast array of cognitive functions performed by concepts, and the enormous task facing any theory of concepts and categorization.

The categorization function of concepts refers to the fact that mental representations are used to determine the category membership of entities. Categorization allows us to bring relevant knowledge to bear in the service of understanding and making predictions. For example, after categorizing some novel object as a member of the category step ladder, people can understand its relevant parts and know how to interact with it. Categorization also allows one to make predictions or inferences concerning the affordances of some entity. For example, one might infer that this novel step ladder would support one's weight. Concepts are critically involved in explanation and reasoning. Having categorized some patient as an anorexic (a form of eating disorder) one might be able to explain why they insist on adding skim milk rather than half and half to their coffee.
Conceptions also support learning in that new entities are not only understood in terms of old but also feed back to modify or update contexts. For example, learning that a penguin is a bird not only adds another instance to bird but also may cause the learner to rethink what is meant by bird to begin with. Just how this updating is done is an important theoretical question. For example, category modification needs to balance the need to be sensitive to particular contexts with the danger of discarding accumulated wisdom derived from a broader range of contexts.

Obviously we also use concepts for communication. The interpersonal aspect of concepts places constraints on virtually every other function. Communication is facilitated to the extent that conceptions of categories are shared across language users. Furthermore, communicative goals may determine whether some entity is referred to as a cottontail, a rabbit, or simply an animal (Grice, 1975).

Finally, combining concepts allows us to express and create an unlimited number of new concepts. People are able to understand novel combinations of concepts such as green mouse (presumably a mouse that is green) and green uncle (an uncle with lots of money, or perhaps a new and inexperienced uncle).

These functions place competing demands on conceptual structure. For example, one can categorize most easily by focusing attention solely on the presence or absence of a single salient feature (e.g., whether or not something is red). But the category red things fails to support other conceptual functions; knowing that something is a member of red things does little to support inferences about the object, increase understanding, or provide explanations. Thus, different conceptual functions might make different and even competing demands on conceptual structure.

III. THE EMPIRICAL STUDY OF CATEGORIZATION

We do not need to rehearse here the general merits of controlled experimental contrasts. Instead, our aim is to call attention to the ongoing interaction between laboratory studies of conceptual behavior and so-called real-world categories. The general form of this interaction has been as follows. On the basis of observation, intuition, or argument, ideas about the structural underpinnings of natural (real-world) categories are developed. Associated with these conjectures may be some ideas or theories concerning both the mental representations people develop of such categories and the processes that create and operate on these representations. To test these ideas, researchers often construct “artificial categories” in the laboratory where the “structure” is unambiguous or independently established. Participants in experiments then learn these categories and then may be given various tests of their knowledge. The resulting performances are used to test ideas and theories concerning representation and processing. Often these studies with artificial categories are run in parallel with studies of natural categories. If the experimental findings are also parallel, researchers have increased confidence that they have, in fact, successfully brought relevant structural properties into the laboratory. To the extent that this goal is realized, one also has more confidence that the laboratory findings...
with respect to representation and processing will generalize to real-world (natural) categories. Lack of corresponding findings suggests either that the relevant structure has not been captured or that conditions of category learning and use in the world differ from those in the laboratory. Under these circumstances, findings with natural and with artificial categories each may be useful in their own right, but questions about generalizing from artificial to natural categories loom large.

In short, analyses of natural categories and experiments with artificial categories are closely linked. To be sure, researchers will sometimes explicitly depart from realistic category structures in order to set up some contrast to theoretical interest. But even here the researcher does not lose sight of real-world categories. Explicit departure requires an awareness of “from what,” and does not constitute a neglect of structure.

Why are we hammering away on this point about relationships between the natural and the artificial? One reason is that it’s easy to get lost in the details of laboratory contrasts and to interpret differences in the trade-off between artificiality and generalizability as representing incompatible approaches to the study of categorization. We prefer to see the tension between laboratory control and worldly realism as admitting a variety of research strategies that may be variously successful depending on one’s goals. But what is common to them all is that no one believes that artificial categories are an end in themselves, and everyone would like to make correct generalizations to and inferences about natural categories.

IV. SIMILARITY

Everyone agrees that category membership is not arbitrary, not simply a list where the only thing category members have in common is that they are on the list. For example, we put salmon in a category with trout rather than robins or pencils (and if the choices were restricted to the latter two, we would pick robins over pencils). The general claim is that the basis for this categorization goes beyond the simple knowledge that salmon and trout are fish. But precisely what is relevant to placing salmon and trout in the same category?

One very important idea is that similarity is the organizing principle for categories and categorization. That is, salmon fits into a category with trout because salmon are more similar to trout than they are to robins or pencils. Entities in the same category are generally more similar to each other than they are to examples from contrasting categories. Certainly this principle makes intuitive sense and it has been rarely contested (we’ll consider an exception a bit later). Instead, the debate has concerned how to analyze the notion of similarity and, in turn, how to map this analysis onto principles of category membership.

The modal approach to analyzing similarity has been to assume that concepts are comprised of features. Two entities are similar to the extent that they share (underlying) features (e.g., Tversky, 1977). That is, the molar notion of similarity is to be understood in terms of molecular processes of feature matches and mismatches. For
example, one's mental representation of salmon and trout may include the features of having scales, gills, and fins and being alive. For robin the corresponding features might be having feathers, lungs, wings, and being alive. We'll defer the question of what features of pencils correspond to gills or lungs and simply note that pencils are not alive. By this featural approach, salmon are very similar to trout because they share four features and more similar to robins than to pencils because of the shared feature of being alive.

One nice property of featural analyses is that they integrate perceptual and conceptual similarity. There is evidence that the nervous system has "feature detectors" sensitive to perceptual properties, and the idea is to generalize this approach to the conceptual level. On this view, even abstract concepts like liberty can be decomposed into features and compared with other concepts like freedom and justice. As we'll see, a critical question is just how to perform a decomposition of concepts into features. Strategies have ranged from formal semantic analysis to simply asking people to list things that are true of concepts.

With this abstract description as background we are ready to turn to the question of how this analysis of similarity into features has been linked to the empirical study of category structure. The next section will briefly describe the two main views of conceptual structure that have organized research on concepts (see Smith & Medin, 1981, for an extended review).

V. CATEGORY STRUCTURE

Much of the research on concept learning in the third quarter of this century had as its primary focus learning (e.g., Bourne, 1970; Levine, 1975; Trebasso & Bower, 1968). An important issue concerned whether learning was all-or-none or gradual, and the upshot of these studies was support for all-or-none learning. The corresponding theoretical analyses used hypothesis testing as a framework. The idea was that category learning consisted of testing hypotheses or rules for category membership—incorrect hypotheses would lead to chance performance, but as soon as the learner tried out the correct rule or hypothesis, categorization performance would be perfect.

A. The Classical View

Although, to our knowledge, no one was at that time drawing explicit connections between these rule-learning experiments and the structure of natural categories, the two orientations were compatible. Specifically, the prevailing idea was that natural categories were structured in terms of singly necessary and jointly sufficient features (Katz & Postal, 1964). This has come to be called the classical view of concepts. A set of necessary and sufficient features means that category membership is determined by a conjunctive rule. If some entity has the set of requisite features, it is a member of the category; otherwise it is not. Consider, for example, the concept
triangle. A triangle is a closed geometric form with three sides and interior angles that sum to 180 degrees. If any one of these properties is missing, one does not have a triangle.

It is easy to go from ideas about category structure to conjectures about learning. The classical view is consistent with the idea that learning is based on hypothesis testing where hypotheses concern which features are defining. When the set of defining features has been mastered one has a rule for determining category membership.

Note that the classical view falls within the general framework of similarity models. Every member of a category shares features (namely, the defining features) with every other member of the category, and nonmembers differ from members in at least one of these features. From this perspective one could predict that the more defining features a nonmember shares with category members the harder it should be to reject as a member. For example, people should take longer to say that a robin is not a trout than to say that a pencil is not a trout (see Smith, Shoben, & Rips, 1974).

The classical view seems to work for triangles, but is it correct for natural categories more generally? The consensus among psychologists who study concepts is that the classical view is inadequate as a theory of conceptual structure. This judgment is driven both by doubts about whether concepts necessarily have defining features and by evidence that people’s conceptual behavior is not restricted to defining features. The arguments and counter-arguments can become quite complex (see Smith & Medin, 1981, for details) but the most serious problems with the classical view can be readily summarized.

First, if concepts have defining features, we should be able to say what they are. Yet even seemingly simple concepts like dog or game defy analysis into defining features. People may believe that concepts have defining features, but the features given as candidates may not hold up to closer scrutiny (McNamara & Sternberg, 1983). For example, people may list “flies” as a necessary property of bird but clearly not all birds fly (ostriches, penguins, baby birds).

Of course, one might argue that defining features are not necessarily accessible to consciousness. Certain syntactic rules are inaccessible to laypeople who nonetheless follow them. Perhaps all the classical view requires is a procedure for determining category membership. But this raises a second problem—there are numerous cases in which it is not clear whether or not an example belongs to a category. Is a radio an instance of furniture? What about a rug? People not only disagree with each other concerning category membership but also show internal inconsistency when questions are asked on separate occasions (Barsalou, 1989; Bellezza, 1984; McCloskey & Glucksberg, 1978).

One might argue that uncertainty about category membership just reflects uncertainty about whether some necessary feature is present. Even when category membership is certain, however, some examples of a concept seem to be better than others. For example, people judge a robin to be a better example of bird than a turkey.
is and in a speeded categorization task are faster at verifying the category membership of good examples than for poor examples (e.g., Smith et al., 1974; Rosch & Mervis, 1975).

Again one might rescue the classical view by suggesting that some features help to determine that other (defining) features are present. Good examples may have more clues to the presence of defining features, and this may account for goodness of example judgments and category verification times. Although the above ways of salvaging the classical view are not wildly implausible, they have the effect of insulating it from psychological data. In effect, the classical view becomes less relevant and less useful in organizing work on categorization. Even this might not be fatal were it not for the fact that an alternative view of conceptual structure became prominent, a view capable of addressing the categorization phenomena we have just been discussing.

B. The Probabilistic View

The probabilistic view, true to its name, claims that concepts are organized in terms of properties or features that are only characteristic of category instances. For example, *flies* may be a feature of the concept *bird* because most (but not all) birds fly. An example belongs to a category if it has enough of these characteristic features. Whatever the characteristic features are of the category *bird*, birds have more of these features than nonbirds. Certain features may be necessary, and therefore weighted heavily, but probabilistic features (usually but not always present in category members) also influence categorization (see also Cutting, chap. 4, this volume; Proffitt & Kaiser, chap. 7, this volume).

The probabilistic view was motivated by a series of important studies by Eleanor Rosch. Consider, for example, the work reported in Rosch and Mervis (1975). In one condition participants were asked to list features of category examples. In another participants listed superordinates of category members and then listed features of members of contrasting categories. The measures were then correlated with goodness of example or typicality rating. Typical (or good) members of a category tended to share features with other category members and not to share features of members of contrasting categories. Atypical or poor category members showed the opposite patterns: They were less likely to share features with category members and more likely to share features with members of contrasting categories. In short, the feature-listing data predicted goodness-of-example ratings with considerable precision.

Of course, ratings and feature listings are both dependent variables, and so far the data are correlational. But Rosch and Mervis went beyond this by creating artificial categories patterned after the feature-listing data. Specifically, they created analogs of natural categories where the examples were strings of letters and numbers. Each letter or number was considered to be a feature, and each example had five such features. The distribution of features within and across categories paralleled...
the feature-listing data from the early experiments. Individual examples had high, medium, or low family resemblance scores based on feature distribution. That is, examples with high family resemblance scores shared feature with other members of their own category and tended not to share features with members of contrasting categories. Participants learned the categories to a criterion, then received speeded category verification tests and finally made typicality ratings. Rosch and Mervis found that examples with high family resemblance scores were easiest to learn, had the fastest category verification times, and were rated as highest in typicality. Overall then, the studies with both artificial and natural categories converged to support the probabilistic view.

The probabilistic view is consistent both with goodness-of-example effects and unclear cases. Robins may be better examples of the category bird than turkeys because they have more characteristic features of birds than turkeys (e.g., singing, eating worms, migrating). Unclear cases may arise because “having enough characteristic features” is a criterion that examples may come very close to. The criterion itself might vary somewhat across occasions and lead to individual variability in category membership decisions.

This view is a prototypical similarity-based approach to categorization. If an example has more characteristic features of category A than category B (more similar to A than B) then it is placed in category A. Of course, one is still left with issues such as how one determines characteristic features and a criterion for classification but investigators have employed a variety of converging techniques that support the probabilistic view (e.g., see Mervis & Rosch, 1981, for a review).

One consequence of the probabilistic view is the idea that category membership is determined by computing similarity to a prototype. If category membership is probabilistic, then rule-based classification procedures should be less effective. If category membership is based on features that are only generally true of a category then a hypothesis-testing strategy that abandons a rule in the face of negative evidence will not be likely to succeed in learning. As an alternative instantiation of the probabilistic view, people have suggested that, based on experience with exemplars, people form an impression of the central tendency (e.g., mean or modal values for features) and that category judgments come to be based on this central tendency or prototype.

Other work with artificial categories conducted around this time provided evidence consistent with prototype formation. In these studies one begins with some prototype pattern, such as a meaningless pattern of dots, and generates category examples to be used in training by distorting the prototype pattern to varying degrees (e.g., by shifting the locations of the dots; see Posner & Keele, 1968, 1970). After training old patterns, new distortions and the prototype are presented to be classified. One striking result is that participants are as good or better at classifying the prototype pattern that they have never seen before, as they are at categorizing old patterns (e.g., Homa & Chambliss, 1975; Peterson, Meagher, Chait, & Gillie, 1973). Transfer performance is well predicted by distance from the prototype, show-
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There has not been a great deal of discussion of the exact form of prototype representations (but see Farah & Koslyn, 1982; Barsalou, 1993), but even at this abstract level of description, it has been straightforward to contrast prototype theory with alternative theories. But we are getting ahead of ourselves.

Another important consequence of the probabilistic view was a seminal series of studies by Rosch, Mervis, and their associates (Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976) looking at the hierarchical structure of natural categories. Objects and events in the world can be categorized at a number of different levels, varying in their abstractness. For example, a large mouth bass is also a bass, a fish, a vertebrate, an animal, and a living thing. Rosch et al. singled out one such level in such hierarchies, which they called the basic level, as playing a central role in categorization. Let’s take a closer look at what they did. In a feature-listing task participants are able to list many features in common for members of categories like chair, car, and dog and list many fewer common features for superordinate categories like furniture, vehicle, and animal. In addition, there is only a small increase in common features listed for subordinate categories, such as recliner, convertible, and poodle. Rosch et al. (1976) took these feature-listing data as suggesting that the level of chair, car, and dog was the most informative level of categorization; that is, the basic level. Furthermore, Rosch et al. used a variety of converging operations and they each converged on the same level as basic. For example, the basic level is preferred in naming, first learned by children, the most abstract level at which an averaged (prototype) shape can be recognized, and the level at which people can categorize most rapidly.

These observations (which we can only call stunning) were interpreted as indicating that entities in the world come in natural chunks or clusters of correlated features (e.g., animals with feathers are also likely to have wings and beaks), and that human cognition is sensitive to these chunks. The clusters maximize within-category similarity relative to between-category similarity at the basic level according to Rosch et al. (1976). They did suggest that experts might become sensitive to additional features and that subordinate categories might become basic, but the central message was that (basic level) categories are given by the structure of things in the world.

Again analogs to studies of the basic level have been conducted with artificial
categories (see Lassaline, Wisniewski, & Medin, 1992, for a review), but here we must sound our first discordant note. Studies with artificial categories have almost exclusively used a single measure of basicness—the level in a hierarchy where categorization is fastest. More relevant for our purposes is that the artificial categories have been structured to have a defining feature or features at the basic level, a practice in line with the Classical rather than the probabilistic view. Consequently, the parallelism and generalizability of studies with artificial categories is in question (we hasten to add that these studies may be useful in developing and testing categorization models; however, their probative value for understanding basic-level categories is in doubt).

This has been a long brief history so let's pause a bit. So far our capsule history has taken us to the mid-1970s. There is little doubt that the most exciting and important development in the psychology of concepts in the 1970s was the shift from the classical to the probabilistic view, and the corresponding emergence of ideas about the basic level and prototype representations. A critical event in this shift was the strategy of directly analyzing the structure of natural categories and bringing conjectures about structure into controlled laboratory studies. We now turn to a more detailed review and analysis of research conducted either within the framework of the probabilistic view or in reaction to it.

VI. CONSTRAINTS AND CHALLENGES FOR THEORIES OF CATEGORIZATION

In this section we consider theoretical and empirical challenges to both prototype and exemplar versions of the probabilistic view, and more general constraints to any similarity-based approach to categorization.

A. Challenges for Prototype Approaches

Earlier, we argued that different conceptual functions require somewhat different kinds of information; it should not be surprising if conceptual representations contained more information than would be expected on the basis of any one function considered by itself. Indeed, virtually all theories of concept learning assume that some types of information are preserved and other types are lost or inaccessible; comparing these assumptions to data has motivated an important component of research on classification learning. As we shall see, human conceptual behavior displays conservatism with respect to category information (Medin & Ross, 1989), a conservatism that poses problems for prototype theory.

1. Discarding Information

Prototype theory implies that the only information abstracted from categories as their central tendency. A prototype representation discards information on category size, variability of examples, and correlations among attributes (e.g., large spoons
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are more likely to be made of wood than small spoons). Studies with both artificial
and natural categories suggest, however, that people are sensitive to all three of these
types of information (Billman & Knutson, 1996; Estes, 1986a; Flanagan, Fried, &
Holyoak, 1986; Fried & Holyoak, 1984; Malt & Smith, 1983; Medin, Altom, Edelson,
& Preko, 1982; Medin & Schaffer, 1978; Medin & Shoben, 1988). Even notions
about typicality can be shown to be sensitive to context. When one reads about a
bird on a Thanksgiving platter, one does not instantiate the concept bird with a robin
or a sparrow (Roth & Shoben, 1983). In short, prototype representations appear to
discard too much information that can be shown to be relevant to human catego-
2. Constraints on Learning
Another problem for prototypes is that they make the wrong predictions about
which category structures should be easy or difficult to learn. Classifying examples
on the basis of their similarity to prototypes is equivalent to a summation of evidence
against a criterion. Therefore, in order to succeed, prototype models require some
weighted combination of properties that accepts all category members and rejects
all noncategory members. The technical term for this constraint is that categories
must be linearly separable (Sebestyen, 1962) if categorization by prototypes is to be
successful.
Thus, prototypes require that categories are linearly separable. As such, a key
question is whether linear separability facilitates human category learning. That is,
with other factors controlled, people should find it easier to learn categories that
are linearly separable than those that are not. If so, this would provide important
support for prototype theory. This support has not, however, appeared. Studies
employing a variety of instructions, stimulus materials, and subject populations have
failed to find evidence that linear separability facilitates human category learning
(e.g., Kemler-Nelson, 1984; Medin & Schwenkflugel, 1981; see also Shepard,
Hovland, & Jenkins, 1961, and Nosofsky, Gluck, Palmer, McKinley, & Glauthier,
1994). Later on, we will take up an exception to this rule, but the failure of linear
separability represents a serious problem for prototype theory.
3. Prototypes versus Exemplars
One response to the above limitations of prototype theory is to assume that peo-
ple both form prototypes and store information about specific examples. The idea
would be that prototypes are needed to account for the findings considered earlier
where prototypes are classified more accurately than old exemplars and show less
forgetting over a retention interval. Storage of old examples would be invoked to
explain the problems for prototypes just mentioned. Attractive as this strategy might
appear, it has not generated much support (Busemeyer, Dewey, & Medin, 1984; see
also Homa, 1984; Homa, Sterling, & Trepel, 1981), and it is instructive to see why.
First of all, to posit exemplar storage is only part of the problem; one also needs


a set of retrieval assumptions and an associated mapping onto performance. One could, for instance, assume that people store examples during learning but that new examples are classified by “computing” prototypes and comparing the similarity of the new example to these newly constructed prototypes. Indeed, it may be that the stored examples are so similar to each other that the only information people can successfully access is the central tendency or prototype. Such a model would have all the shortcomings of theories that assume that prototypes are formed during learning.

There are exemplar-based models of categorization that allow retrieval of more than the category central tendency (e.g., Hintzman, 1986; Medin & Schaffer, 1978), but they introduce a more serious problem for mixed models—they do not need prototypes to account for the data (e.g., Brooks, 1978, 1987). Exemplar models are perfectly capable of predicting that a newly presented prototype pattern may be classified more accurately than old examples (because it is highly similar to many same category members and has low similarity to members of contrasting categories) and that retention intervals will affect old patterns more than prototype patterns (e.g., Hintzman & Ludlam, 1980; Medin & Schaffer, 1978). Although these predictions may not be intuitively obvious, mathematical models based on these ideas provide both a qualitative and a quantitative account of these phenomena. This underscores the initially strong underpinning for prototype theory. In head-to-head competition, exemplar models have been substantially more successful than prototype models (Busemeyer et al., 1984; Estes, 1986b, 1994; Medin & Smith, 1981; Nosofsky, 1988a,b, 1991, 1992; Shin & Nosofsky, 1992).

4. Summary

The initial flush of success of prototype theory proved to be a poor predictor of its future. One of the main functions of classification is that it allows us to make inferences and predictions on the basis of partial information. In general, the pairs of storage and retrieval assumptions associated with exemplar models preserve much more information than prototype models, information that people show sensitivity to. The context sensitivity of exemplar models is also consistent with much of the memory literature (e.g., Tulving, 1983).

The exemplar view of conceptual structure has a number of characteristics than distinguish it from other probabilistic view models. The prototype view claimed that categories were represented in terms of characteristic properties that worked together to create (linearly separable) categories where examples could be successfully classified on the basis of their similarity to prototypes. The exemplar view has no such requirement. The features used to categorize are the features of the category examples, and these need not be characteristic of the category overall. Some models with the Exemplar framework allow feature weighting to vary from example to example (e.g., Medin & Edelson, 1988). In short, the exemplar view appears to imply virtually no constraints on category membership. This is an issue we’ll return to, but first we add a few more complications.
associated mapping onto performance. One store examples during learning but that new prototypes and comparing the similarity of enacted prototypes. Indeed, it may be that the other that the only information people can succeed prototype. Such a model would have all the hat prototypes are formed during learning.

determination that allow retrieval of more Hintzman, 1986; Medin & Schaffer, 1978), problem for mixed models—they do not need Brooks, 1978, 1987). Exemplar models are newly presented prototype pattern may be imple (because it is highly similar to many similarity to members of contrasting cate- affect old patterns more than prototype pat- Medin & Schaffer, 1978). Although these on, mathematical models based on these quantiative account of these phenomena. Erpinning for prototype theory. In head-to-ave been substantially more successful than 1984; Estes, 1986b, 1994; Medin & Smith, Shin & Nosofsky, 1992).

B. Challenges for Exemplar Approaches

We are nowhere near the end of our review. There's more to categorization than storing exemplars, and even if we restrict our attention to work with artificial categoires, there have been developments that have served to motivate another basic shift in perspective. In this section we consider two of these developments.

1. Strategies and Rules

Neither prototype nor exemplar theories say anything about rules, but people who run as participants in laboratory studies of category learning often report that they are looking for and using rules. The structure of ill-defined categories is typically such that no simple rules are valid, but people may resort to more complex rules and strategies such as memorizing exceptions. There is also fairly good evidence that rules are not simply epiphenomena (e.g., Martin & Caramazza, 1980; Medin & Smith, 1981; Medin, Dewey, & Murphy, 1983; Medin, Wattenmaker, & Michalski, 1987; Nosofsky, Clark, & Shin, 1992) and models based on rules (e.g., Asby & Maddox, 1992; Nosofsky, Palmeri, & McKinley, 1994) may provide an excellent account of data involving artificial categories.

If people are using rules, why have exemplar models been so successful? There are three complementary possibilities that come to mind. One is that strategies do not eliminate exemplar coding, but they may bias it in a way that increases the parallels between rule-guided and exemplar-guided categorization (Medin, 1986; Medin & Wattenmaker, 1987). A second possibility is that the constraints associated with exemplar-based theories correspond to those of rule-based theories and the data reveal these common constraints (e.g., Wattenmaker, 1991, 1993). Third, rules and exemplar storage may be more or less independent, but performance may reflect a mixture of strategies (e.g., Brooks, 1987; Reaghr & Brooks, 1993; Wattenmaker, 1993). Just how to model effects of these various strategies is a matter of considerable current concern (e.g., Estes, 1994; Kruschke, 1993; Nosofsky & Kruschke, 1992).

The influence of rules and strategies is reflected in other conceptual tasks as well. For example, Medin, Wattenmaker, and Hampson (1987) constructed artificial stimuli according to a family–resemblance principle and then asked participants to sort the stimuli into categories. The family–resemblance structure allowed people to create two categories, each organized around a prototype or best example (the resulting categories would be linearly separable). Over a range of stimuli and instructions Medin et al. failed to observe family–resemblance sorting. Instead, participants sorted on the basis of a single dimension. If the task structure prohibited unidimensional sorting, they would make an initial, partial sort on the basis of a single contrast and then employ a variety of strategies for dealing with the exceptions of leftovers. Sometimes these strategies will produce what appears to be family–resemblance sorting.

Follow-up studies showed that subjects could indeed be induced to produce family–resemblance sorting, and that a two-stage model embodying this general strategy
(simple initial sort followed by dealing with leftovers) was able to predict when family-resemblance sorting would or would not be observed (Ahn & Medin, 1992; see also Spalding & Murphy, 1996; Reaghter & Brooks, 1995). There are two implications of these observations. One is that participants do not simply assimilate probabilistic structures but rather organize them in terms of discrete structures plus noise. Second, a key characteristic of these discrete structures is that people prefer to create categories that are easy to describe. These observations underline the point that sorting is not simply driven by similarity computations. Whether or not this departure from similarity represents a bias associated with the communicative function of concepts, it represents a phenomenon not addressed by either prototype or exemplar models.

2. Feature Independence

The debate between prototype and exemplar theories has been about how featural information is integrated across examples and not about the nature of the features themselves. Indeed, predictions of category models depend crucially on being able to specify what the features are and having the research participants' analysis of stimuli agree with that of the experimenter. Researchers take care to ensure that agreement is realized either by using simple stimuli with salient dimensions (e.g., geometric shapes differing in size and color) or by employing multidimensional scaling techniques to identify (or confirm) dimensions (e.g., Nosofsky, 1987). Although this general strategy is absolutely necessary for proper theoretical contrasts, it does carry with it the implicit assumption that the specific realization of abstract category structure is not important. To be sure, researchers are vigilant about establishing the generality of their results by employing a variety of stimuli. Nevertheless, this variety may tend to be biased toward realizations where the features of examples are independent and unrelated to each other (e.g., a triangle can be any color).

Are the properties or features of concepts generally independent? Probably not. First of all, the components of concepts are unlikely to have the status of being primitive features. Consider, for example, the features people typically list for the category *bird*: living, laying eggs, flying, having wings and feathers, singing, building nests, and so on. Each of these "features" is itself a complex concept with both an internal structure and an external structure based on interproperty relationships. For example, laying eggs implies a living organism and building nests is, in part, in service of protecting eggs. Flying requires wings and affords building nests in trees. In short, rather than independent features one has a web of relationships. This fact not only raises questions about how to define similarity over entities with interrelated features but also calls attention to issues of how the phenomena that we have been discussing might change as a function of nonindependent feature structure.

And change they do. Consider again, linear separability, which we mentioned could be characterized in terms of a summing of evidence against a criterion. In a series of experiments, Wattenmaker, Dewey, Murphy, and Medin (1986) found that linearly separable categories were easier to learn than nonlinearly separable cate-
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gories, if the stimuli or instructions facilitated interproperty coding that was compatible with a summing of evidence (features). An example from one of their studies involved a category whose modal properties were "made of metal," "medium-sized," "has a regular surface," and "easy to grasp." The contrasting category had differing modal values on each of these dimensions. Out of context, one can think of many interproperty relationships, and no one appears to be particularly salient. In category-learning conditions run without further instructional elaboration, no advantage for linearly separable categories was observed. In a second condition, however, participants were given the further hint that the objects in one category might serve as a substitute for a hammer. This hint improved performance overall to some extent, but most striking was the observation that the linearly separable category structure was now much easier than the nonlinearly separable structure. This result might appear to support prototype theory, but remember that prototype theory requires featural independence (nor can it explain when linear separability matters and when it does not).

This selective facilitation of linearly separable categories reflects something beyond making the stimulus materials more meaningful. In other studies Wattenmaker et al. showed that instructional hints could selectively improve performance on nonlinearly separable categories—the key factor was the relationship between the types of interproperty encoding induced and the category structure. A clear implication of these findings is that one cannot make generalizations in terms of abstract category structures and expect them to carry through across contexts, because different types of interproperty or relational coding may take place (see Medin et al., 1987, and Murphy & Spalding, 1996, for corresponding observations from sorting tasks. Family-resemblance sorting is readily observed under appropriate relational coding conditions). Equally significant is the point that interproperty relationships are outside the boundary conditions of almost all current categorization models (including prototype, exemplar, and rule-based models). Therefore, these models currently have limited generality, and this limitation is most evident where one might most want to generalize—meaningful stimuli.

In summary, although exemplar models show a lot of promise (see Smith & Zarate, 1992, for a recent informative extension of exemplar models to social categories), this section has revealed two important problems and limitations. One is that people employ rules and strategies, even for artificial, relatively meaningless stimuli. The other limitation (which also applies to all the other models that have been under discussion) is that exemplar models have only been developed for contexts where the features of category members are independent. That is, interproperty relationships are not addressed. The latter problem is quite serious, as one would like to move freely between natural and artificial stimuli in our analyses of concepts. To do this, we need to address meaningful stimuli and attendant issues of relational coding. In the next section this issue will be developed further, both with respect to ideas about similarity and with respect to the role of knowledge structures in category organization.
C. General Constraints: Similarity and Theories

A series of related concerns, none by itself perhaps too serious, has culminated in a fundamental shift away from feature-based similarity models. This has given rise to two major trends that appear to be contradictory but actually may serve to reinforce each other. One important position is that similarity is too unconstrained to perform a useful explanatory function and that, instead, the claim is that categories are organized in terms of theories about the world (e.g., Murphy & Medin, 1985). The alternative perspective argues that we need better theories of similarity (e.g., Goldstone, 1994a, 1995; Medin, Goldstone & Gentner, 1993).

1. Similarity

Why do we have the categories we have and not others? A major problem with using similarity to explain categories is that similarity is too flexible. For example, in Tversky's (1977) contrast model similarity is a weighted function of shared and distinctive features. Similarity will depend critically on the weights given to particular features or properties. To borrow an example from Medin (1989), a zebra and a barber pole would be more similar than a zebra and a horse if the feature “striped” is weighted sufficiently. To complicate the picture, Tversky and others (e.g., Gati & Tversky, 1984; Landau, Smith, & Jones, 1988; Medin, Goldstone, & Markman, 1995, for a review) have demonstrated that the weight given to a feature depends on the context instructions, experimental task, and even the concept under consideration (Ortony, Vondruska, Foss, & Jones, 1985).

What's wrong with flexibility? The key issue concerns explanatory power. To the extent that similarity is an outcome of a series of other processes, it is more a dependent variable than an independent variable. That is, the processes that determine feature weighting are doing the explanatory work, and the general appeal to similarity only serves to conceal that fact.

A related set of problems derives from determining what counts as a feature. Returning to the Rosch and Mervis (1975) studies, it would be a mistake to assume that people asked to list features of concepts were able to “read” and report their mental representations in an accurate manner. Indeed Keil (1979, 1981) noted that category examples (e.g., robin, ostrich) share many important properties that virtually never appear in feature listing (e.g., has a heart, has blood, sleeps, occupies space, can be thought about, etc.). Keil argued that knowledge about just these sorts of predicates serves to organize children's conceptual and semantic development. In short, to understand feature listings we need a process model for access to conceptual knowledge.

To take things a step further, one could argue that without constraints on what is to count as a feature, any two things can be arbitrarily similar or dissimilar. Thus as Murphy and Medin (1985) suggest, the number of features that pions and lawnmowers share could be unlimited: both are found on Earth, both are found in our solar system, both are touched by people, both do not see or hear well, both do not...
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are found on Earth, both are found in our le, both do not see or hear well, both do not shave, both can be dropped, and so on (see also Goodman, 1972; Watanabe, 1969). The general point is that attempts to describe conceptual behavior in terms of similarity will prove useful only to the extent that one specifies what is to count as a relevant feature and which principles determine the importance of particular properties. And the explanatory work is being done by the principles that specify these constraints, not some amorphous notion of similarity.

Even when similarity can be nailed down, it may not explain conceptual behavior. Consider, for example, experiments by Gelman and Markman (1986), which pitted category membership against perceptual similarity in an inductive reasoning task. Children were first shown pictures of two animals and taught that different (novel) properties were true of them. They were then asked which property was true of a pictured new example where the example was perceptually similar to one of the first pictures but shared category memberships with the (less similar) other example. Children judged that the new example would have the property of the animal that was of the same category but perceptually different. It appears that similarity can be overridden by other forms of knowledge.

Studies with adults have identified conditions under which similarity is neither necessary nor sufficient to determine category membership (e.g., Rips, 1989; Rips & Collins, 1993). One could argue that the problem is that similarity is so dynamic that similarity in a similarity rating task is different from similarity in a categorization task. Although this argument could in principle have validity, in practice it tends to undermine using similarity to understand conceptual behavior. That is, the burden of proof shifts to similarity theorists to develop computational models that address these conjectured interactions of similarity with tasks.

2. Theories

Many philosophers of science have argued that observations are necessarily theory laden, and recently researchers have begun to adopt the framework that conceptual behavior may be knowledge-based and driven by theories (e.g. Carey, 1985; Keil, 1986; Lakoff, 1987; Markman, 1987; Massey & Gelman, 1988; Medin, 1989; Murphy & Medin, 1985; Oden, 1987; Rips, 1989; Schank, Collins, & Hunts, 1986; Wisniewski & Medin, 1991, 1994; and see Komatsu, 1992 and Medin & Heit, in press, for reviews, and Hirschfeld & Gelman, 1994; VanMechen, Hampton, Michalski, & Theuns, 1993, and Nakamura, Taraban, & Medin, 1993 for relevant edited volumes). One difference in perspective is that according to the theory-based view, categorization is not simply based on a direct matching of properties of a concept with those of an example, but rather requires that the example have the right “explanatory relationship” to the theory organizing the concept. Informally one could say that the relationship between a concept and an example is like the relationship between theory and data. The general notion is that many concepts may be organized around features that are more abstract than the (perceivable) features of examples. Information from examples may be used to infer the presence of more
abstract, possibly causal properties. For example, there is no simple checklist of properties that define a person as an introvert or extrovert; features that typically are linked to these concepts (staying home on a Friday night implies introversion) may be “blocked” or defeated by other information (i.e., the person may be recovering from a wild night of partying on Thursday).

Theories help determine which properties are relevant to a categorization task. One way of reconciling similarity and explanation is to argue that similarity operates on features selected by theories. The nice feature of this view is that laboratory studies with artificial knowledge-poor stimuli could be informative with respect to how conceptual behavior proceeds once the relevant set of features has been determined. Wisniewski and Medin (1994) argue, however, that more tightly coupled systems are needed. Theories may do more than act as filters determining feature relevance. Wisniewski and Medin gave participants categorization and rule induction tasks where the examples (children’s drawings of people) were associated with different domain theories cued in by different category labels. For example, in one condition participants were told that the drawings were done by creative versus noncreative children but in another participants were told that these same drawings were done by mentally healthy versus emotionally disturbed children. The results show, first of all, that it is not reasonable to assume some a priori set of unambiguous features. The “features” comprising participant’s category descriptions varied as a function of category labels and the same aspect of drawing was interpreted differently for different labels. In addition, participants sometimes reinterpret features when given feedback about category membership. For example, they might have classified a drawing as one by a creative child because it did not have the usual simple smile, but when told that the drawing was done by a noncreative child the participant might decide that how the mouth was drawn reveals that the child was unhappy about their lack of creativity. Finally, participants’ rules often involved abstract features that are operationalized differently as a function of learning history (e.g., how detailed does a drawing have to be to qualify as “detailed?”). In the absence of meaningful category labels, the rules of participants involved fairly superficial features in the drawings (e.g., buttons visible on shirt); when the labels were meaningful, participants appeared to treat the labels as implying causes where properties of drawing were “effects.” In the latter case learning consisted of establishing linkages between ideas about the categories and properties of the children’s drawings. On the basis of these observations, Wisniewski and Medin argued that theories not only select features but also “create” features and determine how they will be instantiated. This is consistent with the general view that categorization is not simply a syntactic matching of features between concepts and examples.

A key aspect of the theory-based view is that it may address the question of why we have the categories we have. Coherence may even be achieved in the absence of any obvious source of similarity among category examples. The category composed of money, pets, photo albums, and children seems unusual to say the least. In the context of a goal-derived category of “things to take out of one’s house in case
example, there is no simple checklist of properties or characteristics that typically are on a Friday night: implies into the world may have been mended (i.e., the person may be recovering day).

Properties are relevant to a categorization task. The essence of this view is that laboratory stimuli could be informative with respect to the relevant set of features that has been determined. However, more tightly coupled than act as filters determining feature participants' categorization and rule induc-

- drawings of people were associated with different category labels. For example, in one drawing was done by a creative versus participants were told that these same drawings emotionally disturbed children. The results also showed that a priori a set of unambigu-

- participant's category descriptions varied as an aspect of drawing was interpreted differently by different participants. Sometimes, participants sometimes reinterpret features membership. For example, they might have had a child because it did not have the usual sibling relationship with a caregiver; the participant was drawn reveals that the child was. Finally, participants' rules often involved differently as a function of learning history. It is to be qualified as "detailed?). In the rules of participants involved fairly super-

- visible on shirt); when the labels were at the labels as implying causes where participants case learning consisted of establishing superordinate properties of the children's drawings. Wisniewski and Medin argued that theoretical features and determine how the world view that categorization is not between concepts and examples.

- is that it may address the question of why once even may even be achieved in the absence of category examples. The category concept children seems unusual to say the least. In "things to take one's house in case of a fire," the category immediately becomes sensible (Barsalou, 1983; see also Barsalou, 1985) and could even be projected to predict further instances (valuable and personal papers, furniture passed down from relatives, etc.).

- there is evidence that even very young children's category learning is constrained by domain-specific theoretical biases (e.g., Kail, 1989). Carey (1985) concurs and suggests that young children's biological reasoning is organized by a form of naive psychology. She has evidence that 5-7 year old's inferences are guided by similarity to humans, not an unbiased overall similarity. For instance, they are more sure that a bug has some novel property if they are told that people have it than if they are told that bees have it. More recent work (Coley, 1995; Inagaki & Hatano, 1993) challenges Carey's claim about the psychological nature of children's early explanatory theory about living things. However, note that the debate is over the specific nature of the theory; it is agreed that explanatory theories play a crucial role in organizing the concepts of even preschool children.

- It may be that people approach all categories with something of a theoretical stance in the sense of having generalized expectations concerning the basis for category membership. For example, people might believe that the key organizing principle for artifacts is function or the intentions of the builder but view biological kinds as depending on intrinsic underlying properties (e.g., Aron, 1990; Keil, 1989, Rips, 1989; Malt, 1990, 1994; Medin & Ortony, 1989; Gelman & Wellman, 1991). In the case of biological kinds, people appear to believe that a true underlying nature or essence that imparts category identity. This view has been dubbed psychological essentialism because it is concerned with people's assumptions about the world, not how the world truly is (with respect to the latter, see Mayr, 1988, for a review of how essentialist biases have shaped the development of modern biological thought).

- What is the basis for these claims about psychological essentialism? Gelman, Coley, and Gottfried (1994) point to four types of evidence as relevant: (a) appeal to invisible causal mechanisms to explain appearance and changes associated with growth, (b) the assumption of innate dispositions or inborn capacities to explain capacities that emerge later, (c) belief in the maintenance of identity despite changes in superficial appearance, and (d) the assumption that members of a category share a large number of other properties (i.e., that these categories have rich induction potential). Gelman et al. (1994) review supportive evidence for each of these assumptions (see also Shipley, 1993).

- Overall, then, there is considerable evidence that knowledge, theories, and belief systems affect categorization and reasoning in a manner unanticipated by the classical, probabilistic, or exemplar views of categorization. In some ways these views seem orthogonal to the theory-based perspective because they seem to be about structure, whereas theories seem to be more about content. We are not so sure such a glib distinction can or should be made because content may determine how structure is encoded and instantiated. What does seem clear is that the notion of independent features embodied in all three views may be off the mark for many (if not most) categories. The question we take up in the next section is whether

-
the cumulative evidence suggests that the marriages between similarity models and theories of conceptual behavior and between studies with artificial categories and studies with natural categories should be broken up.

3. Implications

What do recent views on theory-based categories mean for research in artificial categories? Are findings from studies using random dot patterns or large, red triangles as stimuli relevant to the rich causal structure that links the observation that robins have hollow bones to the expectation that eagles have hollow bones? It is tempting to argue that stimuli associated with laboratory studies of artificial categories are simply too impoverished and that theories based on such studies will likewise be impoverished. Not only are the stimuli impoverished, but they have typically been constructed to have independent, unrelated features. Strike two.

But not strike three. We believe that progress is cumulative but difficult, and we should not abandon any tool without careful consideration. A shift in theoretical orientation does not nullify previous research or the potential insights growing out of it. Consider, for example, the shift from the classical to the probabilistic view. Laboratory studies of rule learning associated with well-defined categories seemed, on the surface, irrelevant to ill-defined categories where any rules would have numerous exceptions. Nonetheless, when researchers began to pay attention to the strategies learners employ for probabilistic categories, rules again received attention. Furthermore, even when a theoretical orientation does not survive intact, some of its insights may be passed on. For example, early work on hypothesis testing carried the key idea of selective attention, an assumption that now is taken for granted and embodied in virtually all current categorization theories.

A pragmatic reason to avoid a divorce between artificial and natural categories is that there is no simple line that can be drawn between them. Is a large red triangle artificial and a children's drawing of a person natural, or does the drawing become a natural stimulus only when it is associated with a meaningful category label? In addition, just as researchers found that research participants imported knowledge to render nonsense syllables meaningful, so also do learners bring knowledge and bias to organize random dot patterns (Hock, Webb, & Cavedo, 1987). It seems to us that there is a continuum of research strategies available that may trade theoretical precision and experimental control for richness and generalizability. In short, we would be very much surprised if laboratory studies with so-called artificial stimuli did not continue to inform the discussion of concepts and categories.

At the same time, however, we do believe that the fruitfulness of work with artificial categories (that is, work tending toward the artificial end of the artificial–natural continuum) is directly tied to our understanding of natural categories. What we've learned from research on natural categories could be usefully applied to research with artificial categories. Researchers are far more likely to use ill-defined
he marriages between similarity models and between studies with artificial categories and be broken up.
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What about the implications of theory-based categories for models of similarity? To be honest, we see only a limited future for similarity-based models based on relatively unconstrained, independent features. For purposes of some analyses one only needs to be in the right ballpark, and feature-based models are easy to work with. More generally, however, objects and events of interest are composed of more than a list of properties—in fact, they are structured in terms of a variety of interproperty and even hierarchical relationships. The evidence is mounting that we need more powerful models of similarity that address not only structure but also processing principles (e.g., Goldstone, Medin, & Gentner, 1991; Gentner & Markman, 1995; Goldstone, 1994b; Goldstone & Medin, 1994; Holyoak & Thagard, 1991; Markman & Gentner, 1993a,b; Gentner & Markman, 1994; Medin et al., 1993).

Will enriched models of similarity be able to address the phenomena associated with research on contextually rich theory-driven categorization considered earlier? Our opinion is that dynamic, structural models are at least necessary; whether they are also sufficient remains to be seen (for more positive readings see Goldstone, 1994a; Jones & Smith, 1993, but also Gelman & Medin, 1993). It also remains to be seen whether similarity-based models will constitute an important component of conceptual behavior or whether their key ideas will be so closely integrated with theory-based considerations that one will not be able to isolate any one module and label it as “similarity.” In any event, far from abandoning models of similarity, we would argue that considerably more energy should be directed at their further development, including their more context-dependent creative aspects.

D. Summary

We have had to strain chronology quite a bit to force a number of uneven, parallel developments into the story as so far presented. And much has been left out (for reviews from a different perspective see Goldstone, 1994a,b; Homa, 1984; Komatsu, 1992; Medin & Heit, in press; Oden, 1987; Rips, 1990). Still, we do not think we have strayed too far in pointing to the shifts from the classical to the probabilistic
view, and the ensuing tensions between prototype and exemplar models and between similarity-based and knowledge-driven categorization. Missing so far, however, has been an account of what we might call a form of "adaptive radiation" of work on conceptual behavior. Not only are a broader range of conceptual functions being studied, but researchers are also focusing on new and distinct domains of inquiry. This focus on domains represents less a lack of faith in general principles of categorization than a positive conviction that certain phenomena and principles may be more readily seen in some contexts than others. In any event, we see adaptive radiation as a positive development so long as there is a flow of ideas and information across psychological niches. The final main section of this chapter briefly samples some of this ongoing activity.

VII. CONCEPTUAL FUNCTIONS AND COGNITION IN CONTEXT

In this final section we have space to do little more than point to some current salutary trends. Questions about concepts and categorization are central to understanding the nature of mind. The burgeoning current activity may be distressing to those who think that a monolithic enterprise is a guarantor of coherence and quality, but we see the diversity as an unequivocal healthy sign.

A. Perception and Representation

Readers of the present volume may have been asking themselves the question of what the difference is between object recognition and categorization. It seems obvious that object recognition is a form of categorization and that, therefore, there should be an ongoing interchange of ideas between object recognition and categorization research. Although there has been far less interplay than one might imagine, there are some encouraging signs.

First of all, there is at least some convergence in terms of theoretical ideas. The influential geon theory of object recognition (Biederman, 1985; Hummel & Biederman, 1992) aims to recognize objects at the basic level and incorporates both components (geons) and relations between them. Template models, an alternative to the geon approach, incorporates structure implicitly (e.g., Tarr, 1995). Most recently, researchers have begun to apply ideas and models from object recognition to phenomena such as typicality judgments and categorization reaction times (Kurbat, 1995). There is even evidence that measures of shape similarity predict unique variance in situations where the names of objects rather than the objects themselves are presented (Kurbat, 1995). This suggests that perceptual representations may be activated and used for verbal categorization and reasoning (see also Barsalou, 1993; Barsalou, Solomon, & Wu, in press).

Ideas deriving from categorization are also relevant to object recognition. For example, there is increasing evidence that categorization is not a passive consumer of features or components but instead directly influences feature construction
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We have been asking ourselves the question of categorization and that, therefore, there are between object recognition and categorization is far less interplay than one might imagine. In terms of theoretical ideas. The concept (Biederman, 1985; Hummel & Biederman at the basic level and incorporates both seen them. Template models, an alternative suture implicitly (e.g., Tarr, 1995). Most ideas and models from object recognition and categorization reaction times (Kuehne et al. 1992) measures of shape similarity predict unique differences in objects rather than the objects themselves exist, that perceptual representations may be ion and reasoning (see also Barsalou, 1993; the also relevant to object recognition. For at categorization is not a passive consumer that directly influences feature construction (Goldstone, 1995c; Schyns & Murphy, 1994; Thibaut & Schyns, 1995; Wisniewski & Medin, 1994). That is, people may not come with a present vocabulary of features but rather features may be learned. If so, then theories of object recognition need to be sensitive to learning history and the possibility that the nature and importance of features might change across domains (cf. Hochberg, chap. 9, this volume).

Overall, there has been limited contact across areas but what there is, is very promising. We predict increasing interaction between mainstream perception and mainstream categorization (see also Harnad, 1987).

B. Conceptual Functions beyond Categorization

Another promising avenue of research is more in-depth exploration of conceptual functions beyond categorization. We will look at two such functions—conceptual combination and induction—in a little more detail. For work on other conceptual functions see Barsalou (1993); Markman, Yamauchi, and Makin (1997); Murphy and Wisniewski (1989); and Wisniewski, (1995).

1. Conceptual Combination

Conceptual combination is important because it allows a productive use of concepts. From a vocabulary of simple concepts we can create and understand a potentially unlimited set of combined concepts. Although we are rarely faced with the task of understanding a single concept in isolation, most categorization models do not address combined concepts (Rips, 1995). Conceptual combination is also important because it requires an analysis of conceptual structure and of relations between concepts (e.g., Оherson & Smith, 1981; Smith & Osherson, 1984). For example, a blackboard is judged to be a member of the combined category school furniture but not a member of the simple category furniture (Hampton, 1982, 1987, 1988).

It is far from easy to develop process models for conceptual combination. Nonetheless, a clear, but limited model may point to where progress is needed. Consider the selective modification model of Smith, Osherson, Rips, and Keane (1988), which aims to address adjective noun combinations such as green apple. According to this model, to understand this combination a person would retrieve the prototype representation for apple, pay extra attention to the dimension of color, and replace the default value of red for applies with the value green. In brief, the person would be constructing a new prototype for green apple by modifying the apple prototype. The selective modification model then uses the green apple prototype and associated weightings to predict categorization judgments and typicality ratings of potential examples of the new concept.

Although the modification model has enjoyed some success, conceptual combination is more complex than the model allows. People use their general knowledge about relations among features so that dimensions other than the one named by the
adjective may be affected. For example, a *brown apple* is not only of an atypical color, but people may infer that it is rotting (Medin & Shoben, 1988). Indeed, conceptual combination sometimes leads to inferences about emergent features that are not expected to be true of either constituent concept taken singly (Hampton, 1987; Hastie, Schroeder, & Weber, 1990; Kunda, Miller, & Claire, 1990; Murphy, 1988; Rips, 1995). For example, people expect neither a *carpenter* nor a *Harvard-educated person* to be a nonconformist, but they do expect a *Harvard-educated carpenter* to be a nonconformist (Kunda et al., 1990). These observations suggest that knowledge outside of the two constituent concepts is brought to bear in understanding combinations.

If understanding adjective–noun combinations is hard, noun–noun combinations are even harder. One interesting approach to noun–noun combinations is the idea that people align the nouns, then attribute a salient property of the modifying noun to the head noun (Wisniewski & Gentner, 1991). Thus a *skunk squirrel* may be a smelly squirrel and a *zebra horse* may be interpreted as a horse with stripes. Another strategy that Wisniewski (1996) calls “relation-linking” seems to emerge when the constituent concepts are less similar. For example, a *skunk box* may be interpreted as a box for containing skunks rather than as a smelly box. The idea of analyzing conceptual combination into constituent strategies is appealing, but the challenge is to then integrate these processes into a unitary model (see Wisniewski, 1997, for some ideas along these lines). Overall, conceptual combination is emerging as a challenging and important area of research.

2. Induction

Concepts are used in reasoning. The issue of how we infer novel properties of categories has been addressed by Osherson, Smith, and their associates in the form of a category-based induction model (CBIM). This model was inspired by earlier work on category-based induction by Rips (1975). For example, suppose that you are told that *cows* have some enzyme in their blood and you are asked to assess how likely it is that *bees* also have this property. According to the CBIM, two factors determine the soundness of such inductive inferences. The greater the similarity between the premise category (e.g., *cows*) and the conclusion category (e.g., *bees*) the more confident one should be that the inference carries over.

The second factor is the *coverage* of the premise that is defined as the similarity between the category (or categories) in the premise and members of the lowest level superordinate category that encompasses the categories in the premise and conclusion. The most specific category that includes cows and bears is *mammal*. The category *cow* is fairly similar to other members of the category *mammal* (cows are considered to be typical mammals). Thus if cows have some enzyme in their blood, it is plausible that all mammals might have this enzyme and bears are mammals. According to the CBIM, the overall confidence in this induction is a weighted average of the similarity and coverage components.
One might wonder why the coverage component of the model is even needed. Isn’t similarity enough? The answer is that coverage accounts for some phenomena that the notion of similarity by itself may not. For example, inductive inferences are stronger when they go from a typical category member (e.g., for mammals, cow) to an atypical member (e.g., anteater) than in the reverse direction (Rips, 1975). The CBIM assumes that similarity is symmetrical (b is similar to a as a is to b) but the coverage component accounts for the asymmetry in reasoning. The category cow is more similar to other members of mammal than is the categoryanteater; therefore, inferences from cow are stronger than inferences from anteater.

The CBIM accounts for a variety of phenomena involving how people use similarity and category information in making inferences (e.g., Smith, Shafir, & Osherson, 1993). So far, however, the model has focused on the role of categories and has not addressed the role of properties. Specifically, the model is tested using “blank predicates,” (e.g., “requires biotin for hemoglobin synthesis”). These properties are chosen so that subjects are likely to have few prior beliefs about how the properties are linked to specific categories. It seems clear, however, that even at an abstract level, “kinds” of properties may influence induction. The “blank predicates” used by Osherson et al. were almost all physiological in nature. That may have been enough information to lead subjects to highlight certain relations at the expense of others. For example, Heit and Rubinstein (1994) found that different similarity relations guided inferences about unfamiliar behavioral properties versus information about unfamiliar anatomical properties. Thus, patterns of induction probably depend crucially on the content of the properties. “Blank” properties may not be truly blank, and an important challenge for models of induction is to incorporate the information embodied in meaningful properties (for some initial ideas along these lines, see Smith et al., 1993). Overall, the CBIM and associated studies have sparked a resurgence of interest in induction.

C. Language, Categories, and Induction

Another promising trend we would like to highlight is the careful examination of the impact of language on conceptual functions. Most of this research has been done with children, but results reveal that language has a powerful organizing effect on conceptual structure and function. Specifically, we will discuss research indicating an early impact of language on categorization and induction.

1. Categorization

One line of work bearing out this point has been done by Waxman and colleagues (Waxman, 1990; Waxman & Gelman, 1986; Waxman & Markow, 1995). Waxman and colleagues show that children use linguistic cues to establish conceptual hierarchies, and that the effects of language vary depending on the hierarchical level and the perceptual support for the category being learned. Specifically, providing a label...
for a category helps children to sort at the superordinate level. For instance, children asked to sort objects into superordinate classes (e.g., *food, animals*) did better when given a novel (Japanese) label for that class than when given no label at all (Waxman & Gelman, 1986). Moreover, Waxman (1990) found that while providing a novel label for a category (e.g., *doby*) enhanced preschoolers' sorting at the superordinate level, it had little effect on sortings at the basic level, and actually interfered with sorting at the subordinate level. In contrast, labeling a category with a novel adjectival phrase (e.g., *dobyish ones*) enhanced sorting at subordinate levels, but interfered with sorting at superordinate levels.

In summary, nouns organize higher-order categories, and appear to emphasize the commonalities among disparate objects; adjectives organize lower-order categories and emphasize differences between similar objects. Interestingly, performance for basic-level categories tested by Waxman and colleagues is consistently at ceiling; apparently, salient perceptual cues are sufficient to induce classification at the basic level without additional support. These results suggest that the conceptual organizing role played by language is specific as well as powerful.

D. Expertise and Culture

Another salutary trend is a growing focus on how knowledge impacts conceptual systems. This takes the form of examining both how expertise affects reasoning in a particular domain, and investigating conceptual similarities and differences among members of different cultures.

1. Expertise

Psychologists have become increasingly interested in studying expertise (see Bedard & Chi, 1992, for a review). One way that expertise is useful is in comparing novices to experts. Studies of expertise have revealed profound reorganizations of knowledge as a function of amount and type of expertise (e.g., Chi, 1992; Chi & Bjork, 1991; Medin, Lynch, Coley, & Atran, 1997; Tanaka & Taylor, 1991). Such studies potentially reveal both how knowledge is structured in a well-known domain, and what conceptual changes lead to that structure. We feel this is an important and understudied aspect of conceptual functioning. Most of our contact with the world may involve domains with which we are relatively familiar. Indeed, we find it conceivable that further investigations of expertise will reveal that some if not many of the findings of cognitive psychology are more accurately seen as novice heuristics than as general characterizations of conceptual functioning.

Another way in which expert subjects can inform theories of conceptual organization is by allowing the interplay of mind and world in shaping conceptual structure to be examined. By comparing experts from different subfields within the same domain, the subject matter ("world") can be held constant, but the knowledge, goals, and naive theories of the experts ("mind") may well vary. In this way the con-
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tributions of mind and world may be assessed. Along these lines, we are currently
undertaking a large-scale study of tree expertise (Medin et al., 1997). We examine
how landscapers, maintenance workers, and taxonomists categorize and reason
about the same set of trees. Therefore, any differences we find cannot be attributed
to difference in the content domain and must instead be attributed to differences in
the conceptual structure of our experts. Care must still be exercised; similarities
between kinds of experts are not necessarily due to common perceptions of struc-
ture in the world. For instance, our experts agree on clusters for a subset of the tree
species we used as stimuli, but differ systematically on their justifications for these
clusters. Almost all experts grouped black walnut with shagbark hickory, but based
on justifications, landscapers did so because both are large, attractive trees useful as
a centerpiece in a landscape layout, maintenance workers did so because both are
nut trees, and taxonomists did so because both belong to the scientific family Jug-
lancaceae. True, these facts about black walnut and shagbark hickory are not unre-
lated, but apparently different components of the correlational structure of the
world was salient to different kinds of tree experts. Our studies also show a role of
language in reasoning, at least among one of the subgroups. Landscapers and tax-
onomists privilege the genus level in reasoning but maintenance workers do so only
when the common term marks the shared genus (e.g., white oak and burr oak are
both oaks, belonging to the genus, Quercus versus pairs like eastern cottonwood and
white popular, which are not marked but belong to the genus Populus).

2. Role of Culture

Older cross-cultural research on categorization documented apparent deficits in
"primitive thinking" among members of traditional societies. For instance, free sort-
ing tasks performed in traditional societies often revealed a preference to sort on
the basis of perceptual or functional characteristics, rather than "more advanced"
taxonomic classification (e.g., Greenfield, Reich, & Olver, 1966; Price-Williams,
1962; Suchman, 1966). However, more recently, such interpretations have been
seriously questioned; performance of members of traditional cultures more likely
reflect different interpretations of the task or of the experimenter's expectations.
An anecdote reported by Ciborowski (1980) is particularly enlightening: Conduct-
ing an experiment among the Kpelle of Liberia, J. A. Glick found that the Kpelle
almost always based free sorts of objects on perceptual or functional similarities,
rather than taxonomic kind. He was told in the traditional Kpelle sense, this was the
"clever" way to do the task. In response to this, Glick asked his subjects to
perform that task as a "stupid" Kpelle might do it, and the result was perfect taxo-
nomic sorting. Clearly, the fact that the Kpelle were not originally disposed to tax-
onomic sorting cannot be taken as evidence of primitive thought.

More recent work in cognitive anthropology documents rich systems of knowl-
dge in a variety of domains. For example, ethnobiologists have documented the
folk-biological classification systems of members of traditional cultures (e.g., Atran,
1990; Berlin, 1992). Closer examination of conceptual structures in different cultures reveals deep commonalities. Patterns of nomenclature, hierarchical levels of classification, and correspondence of various folk categories to scientific classes show remarkable commonalities across cultures and geographical regions.

One important task remaining for research is to carefully document similarities and differences among conceptual systems of members of different cultures, and among traditional cultures and members of modern, industrialized states. Commonalities may signal deep cognitive universals or a standard interpretation of information in the physical environment (see Coley, Medin, & Atran, 1997). Differences may simply reflect expertise, or different explanatory frameworks, akin to those that Carey (1985) argues characterize adults' and children's conceptions of biology. Either way, careful interdisciplinary research on cultural influences on conceptual systems promises to be interesting, valuable, and extremely difficult.

E. Domain Specificity

Another important trend in recent research on concepts and categorization is the notion of domain specificity. Although there are many ways to characterize the specifics of this proposal, or what counts as a domain (e.g., Hirschfeld & Gelman, 1994; Wellman & Gelman, 1992), what this position boils down to is that all concepts are not necessarily created equal. Understanding concepts necessitates understanding the content of those concepts, and the theoretical framework in which they occur.

1. Biology versus Psychology

One current debate in the study of conceptual development is whether children's understanding of living kinds is embedded in an autonomous biological explanatory theory (Coley, 1995; Inagaki & Hatano, 1993; Keil, 1992, 1994; Springer & Keil, 1989, 1991) or whether concepts of living things are instead imbedded in a protheory that conflates adult notions of biology and psychology (Carey, 1985, 1988, 1995; Solomon, Johnson, Zaitchik, & Carey, 1996). Although the details of the evidence on either side of the issue are beyond the scope of this chapter, the important point is that the meaning of a concept such as living thing depends on what framework theory that concept plays a part in.

2. Social Categories

Many of the issues we have been discussing carry over into the social domain (e.g., Smith & Zarote, 1992). With respect to domain specificity, one question is whether people naturalize social categories (Rothbart & Taylor, 1993) or whether social categorization is an autonomous domain with its own constraints and organizing principles (Hirschfeld, 1993, 1994, 1995). Hirschfeld has evidence that the category of race is socially constructed and develops differentially as a function of the ethnic
on of conceptual structures in different cultures, of nomenclature, hierarchical levels of various folk categories to scientific classifications, cultures, and geographical regions.

Research is to carefully document similarities and differences of members of different cultures, and to interpret these differences in terms of modern, industrialized states. Commonalities or a standard interpretation of differences (Coley, Medin, & Atran, 1997). Differences in explanatory frameworks, akin to those that lie behind children's conceptions of biology, search on cultural influences on conceptual ability, and extremely difficult.

Research on concepts and categorization is the study of how there are many ways to characterize the world as a domain (e.g., Hirschfeld & Gelman, 1993). This position boils down to the idea that all concepts are domain-specific, and that some have been constructed as part of a theoretical framework in which conceptual development is whether children's ideas about living things are instead imbedded in a domain of biology and psychology (Carey, 1985; Medin & Carey, 1995). Although the details of these ideas are beyond the scope of this chapter, the general point is that the concept of a living thing depends on more than formal criteria.

The field of categories and concepts is very much a work in progress. We anticipate that the twists and turns mentioned at the beginning of this chapter will continue. However, when the field is viewed from a larger time scale, it is easy to see that advances are being made on empirical, methodological, and theoretical fronts. We hope that present trends will continue: a mutually beneficial interplay between work with natural and artificial categories, attention to multiple conceptual functions, and greater diversity and interaction with respect to subject populations, kinds of categories, and theoretical perspectives. We hope that readers at the end of the next century will be able to refer not to a short history but a rich history.
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