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I. INTRODUCTION

This chapter addresses the nature of the basic level of conceptual structure in both naturally occurring and artificially constructed categories. We will look closely at the relationship between studies of the basic level that involve natural stimuli and those that involve artificial stimuli, and examine the extent to which structural properties of natural categories have been incorporated into artificial categories. More specifically, we evaluate studies of the basic level involving artificial categories with respect to how well conclusions from such studies extend to natural categories. In this context, we will address an important question: how confident can one be that a phenomenon called the "basic level advantage" emerges for the same reasons in artificial category studies as it does in natural category studies? One can view the basic level advantage as the output of a process operating on a representation. The fact that an artificial category study and a natural category study result in the same output by itself does not guarantee that they reflect the same representation and/or the same process. Before pursuing this point, however, we need to provide a bit more by way of background.

The single most important issue in the study of concepts has been the nature of conceptual structure. In the last 20 years or so, the investigation of this issue has led to a number of perspectives on concepts that are quite different from those of earlier views. As one example, the idea that all members of a category have fundamental characteristics in common that define category membership (i.e., the Classical view) has been replaced by the idea that category members tend to share properties that are neither necessary nor sufficient for category membership (see Smith & Medin, 1981, for a review).

Another notion that has been developed and refined over the years is that natural categories have both a vertical and horizontal component (Rosch, 1978). Drawing upon arguments presented in philosophy and logic (Wittgenstein, 1953; Zadeh, 1965), Eleanor Rosch proposed that natural categories can be viewed in terms of a gradient of typicality or goodness of category membership. Some members are the clearest cases of the category or the most prototypical members. Other members vary in terms of how good an example they are of the category (Rosch, 1975; Rosch & Mervis, 1975). Rosch further claimed that this horizontal dimension of conceptual structure is governed by the principle of family resemblance (Wittgenstein, 1953). Under the family resemblance principle, category members considered the most prototypical are those with the most attributes in common with other members and the fewest attributes in common with members of contrasting categories. In a series of studies using both natural and artificial categories, Rosch and Mervis (1975) found a positive correlation between family resemblance and ratings of how good a member was of a category.

There is also a vertical component to category structure, given that objects can be categorized at a number of levels of generality. An object being driven on a highway, with four wheels, and a top that folds back, can be called a convertible, a car, or a vehicle. The category car is more general than convertible because it includes other objects (e.g., station wagons, hard top sedans) as well as the members of convertible. The category vehicle is more general than convertible and car because it contains other objects (e.g., trucks, trains) as well as the members of these categories. Such categories form a taxonomy, or a class inclusion hierarchy. In a seminal paper, Rosch, Mervis, Gray, Johnson, and Boyes-Braem (1976) singled out one level in such a hierarchy, which they called the basic level, as playing a central role in many cognitive processes associated with categorization. For example, the category level represented by chair, hammer, car, and dog is typically considered the basic level. These concepts can be contrasted with more general "superordinate" concepts, furniture, tool, vehicle, and animal, as well as the more specific "subordinate" concepts, recliner, ball-peen hammer, convertible, and labrador retriever.

Studies using a variety of cognitive tasks show that basic level concepts have advantages or privileges over other concepts. Pictures of isolated objects are categorized faster at the basic level than at other levels (Jolicoeur, Gluck, & Kosslyn, 1984; Murphy & Brownell, 1985; Murphy & Wisniewski, 1989; Rosch et al., 1976; Smith, Balzano, & Walker, 1978). People almost exclusively use basic category names in free naming tasks (Rosch et al., 1976). Children learn basic concepts sooner than other types of concepts (Anlin, 1977; Brown, 1958; Horton & Markman, 1980; Mervis & Crisafi, 1982; Rosch et al., 1976). Finally, different cultures tend to employ the same basic level categories, at least for living kinds (Rosch, 1974).

Researchers have examined a number of explanations for the basic level advantage. Some explanations have focused on differences in the structure of categories at different levels (Gluck & Corter, 1985; Jones, 1983; Murphy & Brownell, 1985; Rosch et al., 1976). For example, people have argued that, relative to other concepts, basic concepts are the most differentiated (Murphy & Brownell, 1985; Rosch et al., 1976). That is, their members have many common features which are also distinctive. Other explanations have suggested that differences in the content of categories are responsible for the advantage (Tversky & Hemenway, 1984; Murphy & Wisniewski, 1989; Rosch, et al., 1976). For
example, Tversky and Hemenway (1984) argued that the basic category advantage is due to the fact that these concepts primarily represent parts of objects.

One prominent experimental strategy for analyzing the basic level is to employ artificially constructed categories. The general rationale is to identify some variable or structural property of interest, incorporate that property into artificially constructed categories, and then run experiments to evaluate the role and importance of that property in categorization. This strategy allows one to control for a variety of correlated variables which might affect performance with natural categories. For example, basic level category names tend to be both more frequent and shorter than the labels for subordinate or superordinate categories (e.g., dog versus labrador retriever or animal). Does the basic level advantage hinge on frequency and length of category name rather than structural properties? Using artificially constructed categories, Murphy and Smith (1982) controlled for these factors and still observed that basic level categories were easiest to learn and were associated with the fastest categorization times. Therefore, neither word length nor frequency is necessary for one to observe a basic level advantage.

This paper is concerned with the basic level in both artificial and natural categories. We will pay particular attention to relationships between artificial and natural categories. Two critical issues concern the extent to which relevant structural properties of natural categories have been successfully incorporated into artificial categories and the related issue of just what conclusions concerning basic level categories are licensed by studies involving artificial categories. To anticipate, we will argue that the link between artificial and natural categories in analyzing basic levels has not been developed carefully enough to support strong inferences from one to the other. That's the bad news. The good news is that work using artificial categories is interesting in its own right because it can be successfully linked to theories and other metrics aimed at specifying structural properties which determine the relative difficulty of different levels of categorization.

This chapter is organized in the following way. We first take a closer look at the history and rationale for research with artificially constructed categories. We then describe some initial work on basic levels and theories and metrics relevant to them. Next, we critically examine the relation between artificial and natural basic level categories and describe some recent research in our laboratory on artificial basic levels. Finally, we try to summarize the current state of affairs both with respect to theories and metrics for the basic level and with respect to mapping between the natural and the artificial.

II. ARTIFICIAL CATEGORIES

At first thought the idea of condensing the years of experience associated with the learning of natural categories into an hour or so of training in a laboratory seems very, very tenuous. Probably the strongest argument for believing that important properties of categorization of natural objects can be captured in laboratory studies with artificial categories is the remarkable parallels between the two domains. For example, in their initial pioneering studies of the family resemblance principle, Rosch and Mervis (1975) included two experiments using artificial categories. Specifically, the stimuli were strings of letters conforming to a family resemblance structure. Rosch and Mervis found that degree of family resemblance affected ease of learning, identification response latency, and typicality rating, just as it does in natural categories.

These parallels have continued. For example, one striking phenomenon is that the prototype or best example of a category may be classified more accurately in transfer tests than previously seen examples that were used during original category learning (e.g., Homa & Vosburgh, 1976; Medin & Schaffer, 1978). Furthermore, people are sensitive to correlated attributes within artificial categories (Medin, Altom, Edelson & Freko, 1982) and within natural categories (Malt & Smith, 1983). And most relevant to our purposes, it appears that a basic level advantage can be obtained with artificial materials (e.g., Murphy & Smith, 1982).

These successful parallels may have undermined natural conservatism about mapping between natural and artificial categories. Indeed, 15 years ago the position of devil's advocate would have been that findings from artificial and natural categories are closely linked. Now, the opposite stance is required for that role. Our present strategy will be to apply fairly strict standards in evaluating parallels.

The relationship between artificial and natural category studies has important consequences for models that have addressed basic level phenomena. These models typically have simulated the results of artificial category studies. Therefore, it is important to evaluate how well such studies reflect the "true" basic level phenomena involving natural stimuli. If the basic level emerges for the same reasons for artificial and for natural categories, then a theory that explains the basic level in one domain necessarily explains the basic level in the other.

A second, independent goal of the chapter is to evaluate concept learning models with respect to how well they account for basic level phenomena. We will
examine a number of classes of models, whether or not they have explicitly addressed the basic level. Given the significance of the basic level, any theory should be held accountable for the cognitive phenomena associated with it. We will evaluate four major classes of models: probability-based models that capture feature distributions within and between categories; prototype models that integrate information across category instances to form a summary representation; exemplar-based models that preserve the feature structure of individual category members; and theories based on the use of explicit rules to determine category membership. In this chapter, the classes of models mentioned above are held accountable for the vertical organization of conceptual structure, that which characterizes categorization between taxonomic levels. Before describing these models in detail, however, we take a closer look at the basic level.

III. THE BASIC LEVEL IN NATURAL CATEGORIES

Psychological research on the basic level primarily began with the work of Eleanor Rosch and her colleagues (Mervis & Rosch, 1981; Rosch, 1975; Rosch, 1978; Rosch et al., 1976). In a series of very influential studies, Rosch et al. (1976) showed that the basic level is the most general level that is informative and the most general level that shows processing advantages in a variety of cognitive tasks (e.g., acquisition of concepts, identification of an object from an average shape, and identity judgment). Virtually all researchers have used one or more of these tasks to study the basic level, in either natural or artificial categories. Therefore, we will describe the Rosch et al. findings in some detail.

The basic level is the most general level that is informative in the sense that category members at this level share a large quantity of information. Rosch et al. (1976) provided evidence for this claim, using a number of converging measures. In one task, designed to examine the co-occurrence of attributes in common taxonomies of natural objects, subjects listed the attributes of superordinate, basic, and subordinate categories. The nine taxonomies used as stimuli are presented in Figure 9.1. For the nonbiological taxonomies, members of basic categories shared significant numbers of attributes. Categories at a more general level (i.e., superordinates) had few attributes in common, whereas categories more specific than the basic level (i.e., subordinates) shared only a few additional attributes. In a second task, subjects described the kinds of motor movements that they made in interacting with category members (e.g., bending one’s knees in a particular way to sit on a chair). Basic level categories were the most general categories that shared a significant number of motor movements that could be made toward their members. Superordinates had few common move-

<table>
<thead>
<tr>
<th>Superordinate</th>
<th>Basic Level</th>
<th>Subordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonbiological taxonomies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Musical instrument</td>
<td>Guitar</td>
<td>Folk guitar</td>
</tr>
<tr>
<td></td>
<td>Piano</td>
<td>Grand piano</td>
</tr>
<tr>
<td></td>
<td>Drum</td>
<td>Kettle drum</td>
</tr>
<tr>
<td>Fruit</td>
<td>Apple</td>
<td>Delicious apple</td>
</tr>
<tr>
<td></td>
<td>Peach</td>
<td>Freestone peach</td>
</tr>
<tr>
<td></td>
<td>Grapes</td>
<td>Concord grapes</td>
</tr>
<tr>
<td>Tool</td>
<td>Hammer</td>
<td>Ball-peen hammer</td>
</tr>
<tr>
<td></td>
<td>Saw</td>
<td>Hack saw</td>
</tr>
<tr>
<td></td>
<td>Screwdriver</td>
<td>Phillips screwdriver</td>
</tr>
<tr>
<td>Clothing</td>
<td>Pants</td>
<td>Levi</td>
</tr>
<tr>
<td></td>
<td>Socks</td>
<td>Knee socks</td>
</tr>
<tr>
<td></td>
<td>Shirt</td>
<td>Dress shirt</td>
</tr>
<tr>
<td>Furniture</td>
<td>Table</td>
<td>Kitchen table</td>
</tr>
<tr>
<td></td>
<td>Lamp</td>
<td>Floor lamp</td>
</tr>
<tr>
<td></td>
<td>Chair</td>
<td>Kitchen chair</td>
</tr>
<tr>
<td>Vehicle</td>
<td>Car</td>
<td>Sports car</td>
</tr>
<tr>
<td></td>
<td>Bus</td>
<td>City bus</td>
</tr>
<tr>
<td></td>
<td>Truck</td>
<td>Pick up truck</td>
</tr>
<tr>
<td>Biological taxonomies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tree</td>
<td>Maple</td>
<td>Silver maple</td>
</tr>
<tr>
<td></td>
<td>Birch</td>
<td>River birch</td>
</tr>
<tr>
<td></td>
<td>Oak</td>
<td>White oak</td>
</tr>
<tr>
<td>Fish</td>
<td>Bass</td>
<td>Sea bass</td>
</tr>
<tr>
<td></td>
<td>Trout</td>
<td>Rainbow trout</td>
</tr>
<tr>
<td></td>
<td>Salmon</td>
<td>Blue back salmon</td>
</tr>
<tr>
<td>Bird</td>
<td>Cardinal</td>
<td>Easter cardinal</td>
</tr>
<tr>
<td></td>
<td>Eagle</td>
<td>Bald eagle</td>
</tr>
<tr>
<td></td>
<td>Sparrow</td>
<td>Song sparrow</td>
</tr>
</tbody>
</table>

Figure 9.1. Taxonomies used in Rosch et al. (1976) Experiment I.

ments whereas subordinates had about the same number of common movements as basic categories. In a third task, Rosch and her colleagues computed the ratio of the area of overlap to nonoverlap of the normalized shapes of category members as an index of within category similarity. They showed that in going from the superordinate level to the basic level, there was a large increase in the similarity of basic category members. In going from the basic level to the subordinate level, there was a significant but significantly smaller increase in similarity of subordinate category members.
Basic categories also were the most general categories that had processing advantages in a number of cognitive tasks. In a fourth task, subjects were given shapes that were averages of the shapes of superordinate, basic, or subordinate category members. Averages of superordinate members could not be identified significantly better than chance. On the other hand, basic categories were the most general categories for which averages of their members could be readily identified. Averages of subordinate members were no more identifiable than the averages of basic category members. In a fifth task, the most general names that aided the detection of objects presented in noise were those of basic categories. In a sixth task, basic category names were the most general names which facilitated judgments about whether two objects were physically identical.

In the cognitive tasks described above, performance at the subordinate level actually was as good or (sometimes) better than performance at the basic level. Rosch et al. (1976) also showed that for some tasks, the basic level had advantages over both the superordinate and subordinate levels. In a categorization task, subjects more quickly identified objects as members of basic categories than as members of superordinate or subordinate categories. In a naming task, subjects overwhelmingly labeled objects with the names of basic level categories. This result occurred even though in one stimulus set, a superordinate name was sufficient to distinguish one object from another, and in another set, a subordinate name was necessary to distinguish an object from other objects.

Finally, Rosch et al. (1976) examined developmental differences in the acquisition of concepts at different levels of generality. Two studies showed that children can sort objects into basic level categories earlier than they can sort objects into superordinate categories. In a task involving oddity problems, nursery and elementary school children and adults were shown sets of three color photographs. The sets varied on whether two of the three pictures came from the same basic level category or from the same superordinate category (the "odd" picture out always belonged to a different superordinate). Subjects were instructed to "put together the two that go together, the two that are alike." At all ages, sorting into basic level categories was almost perfect, but sorting into superordinate categories showed a significant improvement with age. In the other study, elementary school children and adults were given a set of 16 pictures, either from four basic level or from four superordinate categories, and asked to sort the entire set into "the ones that go together, the ones that are the same kind of thing." Results of this second, more traditional, sorting study were similar to the first. In a third developmental study, Rosch and her colleagues examined protocols of spontaneous speech during a child's initial language acquisition. They found that virtually all of the child's first utterances of concrete nouns were at the basic level.

Rosch explained the importance of the basic level in terms of a general principle called cognitive economy. This principle reflects a compromise between two somewhat conflicting reasons for having concepts. On the one hand, it would seem advantageous for a concept to be as informative as possible. As a result, we could predict many properties of an object by knowing its category. Carried to the extreme, however, this tendency would favor the formation of many specific concepts—one for each object encountered in the world. This extreme view conflicts with another reason for having concepts: they allow us to ignore differences among objects so that we can treat them equivalently as members of the same category. Carried to the extreme (i.e., ignoring all differences among objects), this tendency would favor the formation of a single, very general concept—one corresponding to all objects encountered in the world. Rosch suggested that the basic level results from the combination of these tendencies: basic level categories are both informative and general.

More specifically, Rosch implied that concepts at the basic level were more differentiated than those at other levels. In particular, she suggested that the basic level was the most general level with categories whose members had many attributes in common which were also distinct from the attributes of other categories at that level. In contrast, the members of the more general, superordinate categories have few features in common. Furthermore, although members of more specific, subordinate categories have slightly more features in common than those of basic level categories, many of these features are not distinctive. That is, they are shared by the members of other subordinate categories (e.g., members of kitchen chair share a number of features with the members of other categories of chair).

In addition to this structural explanation of the basic level, Tversky and Hemenway (1984) suggested that differences in the content of categories were responsible for the importance of the basic level. They argued that the features of basic categories which are both common and distinctive are primarily parts of objects. Reanalyzing the attribute listing data of Rosch et al. (1976), they found that a majority of the attributes that were shared by the members of basic categories were parts (e.g., "keys," "legs," "footpedal," and "strings" for the members of piano). In contrast, the proportion of attributes that were parts was less for subordinate categories (and was a minority for biological categories). Subjects listed only a few parts for superordinate categories. Furthermore, in two other studies, they showed that parts were the distinctive attributes of basic
categories. Specifically, different basic categories tended not to share the same parts but instead, tended to share features that were not parts (e.g., "makes sound" for musical instruments and "sweet" for fruit). In contrast, subordinate categories tended to share the same parts but to differ on features that were not parts (e.g., subordinates of the basic category "chair" have legs, a seat, a back and typically arms, but "living room chair" is distinguished from "kitchen chair" by being large and soft).

Tversky and Hemenway (1984) suggested that parts and their configurations underlie many of the cognitive tasks that converge at the basic level. Parts and the way that they are configured primarily determine the shape of an object. Shape in turn, would seem to play an important role in a number of tasks described above. Recall that in going from the superordinate level to the basic level, there was a large increase in the overlap of the shape of basic category members. Basic categories also were the most general categories for which an average shape of their members could be readily identified. These results are consistent with the finding that basic level category members have many parts in common. Furthermore, because basic level categories have distinctive parts, they may also have distinctive shapes. This factor may account for why categorization of pictures was superior at the basic level. Finally, basic level categories were the most general categories that shared a significant number of motor movements that could be made toward their members. Intuitively, it seems that many such movements involve parts (e.g., we sit on the seat of a chair, we grasp the handle of a hammer, and so on).

The findings of Rosch et al. (1976) and Tversky and Hemenway (1984) applied to object taxonomies of biological and nonbiological categories. Researchers have found evidence consistent with a basic level in other domains, including environmental categories (Tversky & Hemenway, 1983), computer programs (Adelson, 1988), personality types (Cantor & Mischel, 1979) and events (Morris & Murphy, 1990; Rifkin, 1985). We describe two of these other domains in detail. Tversky and Hemenway (1983) suggested that there was a basic level for categories of scenes. Two of the three tasks that they used were originally employed by Rosch et al. In an attribute listing task, the number of features that subjects listed for scenes described at an intermediate (basic) level of generality (e.g., home, school, beach, and mountain scenes) was substantially greater than the number they listed for scenes described at a more general level (e.g., indoors and outdoors scenes). There was only a small increase in the number of attributes that subjects listed for more specific scenes (e.g., apartment, high school, lake beach, and Rocky mountains scenes). In a naming task, subjects primarily labeled photographs of scenes with their basic level names. In a third task, subjects primarily completed sentences describing activities performed in scenes with basic level names. The results of the last two tasks occurred even though in some cases, superordinate names were sufficient to distinguish scenes from others and in other cases, subordinate names were necessary to distinguish scenes from others. These findings for scenes parallel those of Rosch et al. (1976) involving objects.

Morris and Murphy (1990) suggested that there was a basic level for events (see also Rifkin, 1985). Three of the four tasks that they used paralleled those employed by Rosch et al. (1976). In one task, subjects listed the actions of events. The number of actions listed for events described at an intermediate (basic) level of generality (e.g., breakfast, dinner, classes, and tests) was substantially greater than the number listed for events described at a more general level (e.g., meals and school activities). There was only a small increase in the number of actions that subjects listed for more specific events (e.g., quick breakfast, family dinner, English class, multiple choice exam). In another task, subjects verified whether an action expressed as a verb phrase was part of either a subordinate, basic, or superordinate event category. So, for example, subjects verified whether the action "scream during the scary parts" was true of "horror movie" (a subordinate event), "movie" (a basic event) or "entertainment" (a superordinate event). Subjects were fastest to verify that actions were parts of basic events, slightly less fast to verify that they were parts of subordinates, and substantially slower to verify that they were parts of superordinates. In a third task, subjects were asked to choose appropriate names for events presented in story contexts. In most cases, they preferred to label the events with basic level names. One notable exception involved stories about events that could be classified in the same basic category (a horror movie and a comedy). Here, subordinate terms were necessary to distinguish these events. Unlike Rosch et al.'s findings with objects and Tversky and Hemenway's findings with scenes, subjects preferred subordinate terms slightly more than basic level terms.

A fourth task used by Morris and Murphy is interesting because it presents an alternative way of measuring the differentiation of a category. Recall that Rosch et al. viewed differentiation in terms of the number of attributes that were common and distinctive for a category. Such a measure does not take into account the possibility that some features are more important than others. An alternative way to measure differentiation, first suggested by Mervis and Crisafi (1982), is to subtract between-category similarity from within-category similarity. Morris and Murphy had subjects rate the similarity of category members at various levels of generality. Interestingly, they found that superordinate events were more differentiated than basic category events. They explained this apparent paradox by suggesting that functional features were more central to event
concepts than to object concepts, since events are structured by goals rather than by perceptual shape. These features apparently carried a lot of weight in judging the similarity of superordinate members.

IV. THE BASIC LEVEL IN ARTIFICIAL CATEGORIES

Given the set of correlated measures that converge on the basic level, it is far from easy to identify which factors are central and which are derivative. Therefore, it is not surprising that investigators have turned to artificial category learning situations to disentangle these factors.

Murphy and Smith (1982) examined the basic level advantage for picture categorization found by Rosch et al. (1976). Looking at that study, Murphy and Smith noted that a variety of factors other than number of distinctive features may have accounted for why pictures were categorized faster at the basic level than at either the subordinate or superordinate level. In comparing subordinate categories to basic categories, subordinate names were considerably longer, some of the subordinates may have been unfamiliar (e.g., cross-cutting hand saw), and some of the differentiating features of subordinates may have been difficult to perceive (e.g., as in green seedless grape). In addition, there are some general characteristics of natural basic categories that may have accounted for their superior performance: basic categories are learned first, their names occur more frequently, their members occur more frequently than those of subordinates, and there may be a higher conjoint frequency between basic category names and objects (e.g., cars may be called car more frequently than they are called vehicle or their appropriate subordinate name).

In several studies, Murphy and Smith generally replicated the findings of the Rosch et al. picture categorization task, using artificial stimuli and removing the confounds described above. Those factors either were held constant (e.g., using CVC labels to equate category name length) or systematically varied (e.g., order of learning the different category levels was counterbalanced). In addition, Murphy and Smith explicitly designed the artificial stimuli of their first experiment so that they resembled natural subordinate, basic, and superordinate categories. Superordinates had a single attribute common to their members (namely, function), basic categories had many common features (which gave them distinctive shapes), and subordinate category members had only one attribute that could differentiate subordinates of the same basic category (e.g., there were two subordinate categories of "knife," differentiated by whether or not the blade was serrated). Figure 9.2 presents a sample of the stimuli (modeled after real-world tools) used in that experiment.

Although Murphy and Smith generally replicated the Rosch et al. findings, there also were important differences between their results and those of Rosch et al. In the experiment that most closely resembled that of Rosch et al., Murphy and Smith found that people categorized pictures into subordinate categories almost as quickly as they did into basic categories. In contrast, Rosch et al. found that categorization at the subordinate level was slowest. Murphy and Smith suggested that the Rosch et al. results may have resulted from some of the factors described above, including name length and perceptibility of distinguishing features.

While supporting the claim made by Rosch et al. that basic categories were associated with more distinctive attributes, Murphy and Smith argued that only perceptual features were critical to basic level superiority. The importance of perceptual features is most readily seen in comparing basic and subordinate categories to superordinate categories. Murphy and Smith (also Rosch et al., 1976) suggested that the advantage of basic and subordinate categories over superordinates arises because people typically do not have a single, perceptual representation for a superordinate. When deciding that an item belongs to a superordinate category, people must activate a number of representations. Such a decision involves extra capacity and more matching of features. To support this claim, Murphy and Smith conducted a study in which the members of superordinates shared a distinctive perceptual feature (size). After the experiment, subjects were divided into two groups, based on whether or not they reported attending to the size cue. For those subjects that did attend to the size cue (8 of
12), categorization times were faster for superordinates than for intermediate level categories, which were not defined perceptually.

To test Murphy and Smith's claim that only perceptual features are critical for the basic level advantage, Cartier, Glick, and Bower (1988) conducted two experiments using artificial categories that were defined in terms of verbal or conceptual features rather than perceptual ones. The categories were diseases, characterized by three symptoms (gums, eyes, and rash), each having four possible values (swollen, discolored, bleeding, or sore gums; puffy, sunken, red, or burning eyes; and blotchy, spotted, itchy, or scaly rash). Table 9.1 shows the diseases, symptoms, and abstract category structure of the experiment.

The category structure closely paralleled that used by Hoffman and Ziessler (1983), but substituted verbal or conceptual features for the perceptual features that they used. Based on the table, one can see that top-level categories are defined by a conjunction of values of the first symptom, middle-level categories are defined by a single value of the first symptom, and bottom-level categories are defined by a conjunction of values of the first and second symptoms. Given this structure, Cartier et al. argued that the middle level should be the preferred level because it is the highest level for which category members share values on one or more symptoms. Like Hoffman and Ziessler (1983), they found that people categorized items faster at the middle level than at other levels, and learned the middle-level categories the fastest. These results suggest that perceptual features are not necessary for a basic level advantage.

In a developmental study, Mervis and Crisafi (1982) tested the claim made by Rosch et al. that children first learn to categorize at the basic level before learning to categorize at other levels. Like Rosch et al., Mervis and Crisafi used a task involving oddity problems (see above). Figure 9.3 presents a sample of their stimuli.

Specifically, children were shown a picture of an object (the standard) and asked which of two other pictures went with the standard. The standard and one of the other pictures either came from the same subordinate, basic, or superordinate category. However, their task provided a more stringent test of the Rosch et al. claim in three ways. First, for the sets involving basic categories, children only could solve the problems by attending to cues at the basic level. In basic level sets used by Rosch et al., the "odd" item out came from a different superordinate, so it was possible to put the other two items together because they belonged to the same superordinate and not because they belonged to the same basic category. So for example, in the set beagle, cocker spaniel, and jet, one can put beagle and cocker spaniel together because they are both animals, rather than because they are both dogs. Mervis and Crisafi removed this possibility by using sets of pictures in which two items came from the same basic category but all of the items came from the same superordinate (e.g., beagle, cocker spaniel and deer). Second, Mervis and Crisafi used artificial stimuli which were never labeled, thereby ruling out some of the same alternative explanations noted by Murphy and Smith (see above). Third, this study also examined acquisition of subordinate categories (it was not considered in the Rosch et al. study).

Like Murphy and Smith, Mervis and Crisafi designed their artificial stimuli to mimic the structure of natural categories (see Figure 9.3). Basic category members had very similar overall shapes and shared a number of distinctive attributes. Superordinates shared very general abstract attributes. Subordinate category members shared more features than members of basic categories, but their features were not as distinctive.

As predicted, children were able to categorize at the basic level at a younger age than at other levels. For the basic-level sets, all children (ages 2-6,
4, and 5-6 year-olds) performed significantly more accurately than would be expected by chance. For the superordinate level sets, 4 and 5-6 year-olds performed significantly more accurately than chance. For the subordinate-level sets, only the 5-6 year-olds performed significantly more accurately than chance. These results imply a particular order of category learning. Basic level concepts are learned first, followed by superordinate concepts, and then subordinate concepts.

The stimuli used may have been problematic, though, on two counts. First, it is unclear that members of subordinate categories were discriminable from members of their contrast categories. For natural categories, subordinates may be much more distinct from one another. More generally, experimenters have the freedom to make subordinate categories arbitrarily similar to each other, and it is not clear how similar subordinates "should" be. This factor weakens the primary conclusion drawn from this work, namely that categorization at the basic level is acquired first.

Recently, Murphy (1991) has investigated whether the importance of parts in basic level categories (as detailed by Tversky and Hemenway, 1984) is caused by a psychological principle that requires basic concepts to represent such information. That is, the importance of parts could reflect an intrinsic bias of the human conceptual system. Alternatively, the importance of parts may reflect the structure of object categories in the world, rather than a special property of the conceptual system. By this account, people generally are sensitive to the common and distinctive information of categories, whether or not it is associated with the parts of objects. It just happens to be true of objects that this information is based on their parts. Murphy (1990) provides evidence that parts are neither necessary or sufficient for a basic level advantage. He found a basic level advantage for artificial categories whose members did not have parts in common but rather shared distinctive, nonpart information such as size, texture, and type of border. He also found that the reaction time advantage of basic categories (containing distinctive parts) could be increased even further by adding distinctive nonpart information to them. On the other hand, this advantage could be eliminated when the distinctive nonpart information was associated with another category.

Although none of the studies so far described are flawless, they encourage the view that one can reliably obtain an advantage for an intermediate level of categorization. Regardless of whether the parallels to the basic level with natural categories are precise, these findings do have implications for theories of categorization. As we shall see, it is nontrivial to develop a model that favors an intermediate level of categorization. Let's take a closer look at some of these metrics and models.

V. METRICS, THEORIES, AND THE BASIC LEVEL

There have been two theoretical approaches to analyzing the basic level. One strategy has been to specify what types of information or structural properties might be maximized at the basic level. The other strategy has been to develop and evaluate categorization models in terms of their ability to account for basic level advantages. In some cases, the metrics and theories are linked in that the theory may explicitly embody the metric of interest. We first describe some metrics and then turn to associated theories.

A. Metrics

Cue validity. One possibility is that the basic level maximizes the cue validity of features. The cue validity of a feature $f$ is the probability that an item belongs to a category $c$, given that it has the feature, that is, $P(c | f)$. In fact, Rosch et al. (1976) suggested that the most differentiated categories (i.e., basic categories) maximized a related measure, which they called category cue validity. This measure is the sum of the cue validities of features for the category. Carried to the extreme, maximizing either measure would favor the formation of a single, very general concept of all objects encountered in the world. Furthermore, a number of researchers (e.g., Medin, 1983; Murphy, 1982) have shown that for nested categories, category cue validity increases with the generality of a category, or stays the same. A simple example illustrates this point. Consider the nested categories sparrow, bird, and animal, and the feature "flies." Let $v$ be the probability that an item with the feature "flies" is a sparrow. The probability $w$ that an item with the feature "has wings" is a bird must be greater than $v$ because there are more birds than sparrows that fly. Furthermore, the probability $x$ that an item with the feature "flies" is an animal must be greater than $w$ because there are more animals than birds that fly (e.g., bats, some insects, perhaps some fish, etc).

Category validity. Another possibility is that the basic level maximizes the category validity of features. Category validity is the probability that an item has a particular feature $f$, given that it belongs in some category $c$, that is, $P(f | c)$. This measure emphasizes how well unknown features of an object can be predicted from knowledge of its category membership. Carried to its extreme, maximizing category validity would favor the formation of a concept for each object
encountered in the world. Therefore, it always will pick out the subordinate or least inclusive level as the most advantageous (Medin, 1983), a problem directly opposite from that faced by cue validity (favoring the most inclusive level). Consider again the nested categories *sparrow, bird, and animal*, and the feature "flies." Let \( v \) be the probability that given that an item is a sparrow, it has the feature "flies" and let \( w \) be the probability that given that an item is a bird, it has the feature "flies." Because there are more birds than sparrows that do not fly (e.g., penguins, ostriches), \( w \) must be less than \( v \). Furthermore, the probability \( r \), given that an item is an animal it will have the feature "flies," must be less than \( w \) because there are more animals than birds that do not fly. Weighting category validity by a category’s base rate avoids the extreme consequence of favoring the least inclusive level. Anderson (1990) uses this metric in his rational theory of categorization and has successfully modeled the basic level findings of Murphy and Smith (1982) and Hoffman and Ziesler (1983).

The product of cue and category validity. Jones (1983) suggested that the product of cue and category validity (which he called category-feature collocation) might determine the preferred level of categorization. Jones suggested applying this measure in the following way to predict which level should be basic. For each feature in each category of a nested hierarchy, compute its collocation score \( P(f | c) \cdot P(c | f) \). Then, assign each feature to that category in the hierarchy which has the highest collocation score for that feature. Basic categories should be those categories which have the greatest number of features assigned to them. Corter and Gluck (1990) have suggested an alternative way of applying this measure. For each category, one might compute the average of the collocation scores for all features. Basic categories should be those categories with the highest average collocation. Using a number of hierarchies involving natural and artificial categories, Corter and Gluck (1990) evaluated both measures along with a third metric called category utility (described below). They found that only category utility reliably predicted which categories should be basic.

Category Utility. Gluck and Corter (1985) developed a context sensitive metric analogous to \( H_i \) (information transmitted) of information theory, which they call *category utility*. It is the increase in the expected number of features that can be correctly predicted given knowledge of category membership versus no such knowledge. Specifically, the utility of a category \( C_i \) is the difference between the sum of squared category validity probabilities of its features, \( \Sigma P(f_i | C_i)^2 \), and the sum of squared base rates of those features, \( \Sigma P(f_i)^2 \), weighted by category’s base rate, \( P(C_i) \):

\[
\text{Category Utility (} C_i \text{) = } P(C_i) \left[ \Sigma P(f_i | k)^2 - \Sigma P(f_i)^2 \right]
\]

(1) Category Utility \((C_i) = P(C_i) [\Sigma P(f_i | k)^2 - \Sigma P(f_i)^2]\)

Gluck and Corter assume that category utility should be calculated over a universal set of features, including those that do not occur in one category but do occur in a contrast category (that is, over any feature that appears in any category). For example, if feature \( x \) appears only in Category B, but not in Category A, when calculating the category utility for Category A, \( x \) is included as a feature. This assumption prevents the addition of a single instance from radically changing the feature domain. In addition, this assumption raises the problem of determining the relevant universe of features, a problem which has not been fully addressed.

Category utility predicts that a novel item will be placed into the category whose utility increases the most when that item is considered a member of the category. Furthermore, it is assumed that the level whose categories have the highest utility is the basic level. Corter and Gluck (1990) showed that the level predicted by category utility to be basic corresponded to the empirically determined basic level in the experiments of Rosch et al. (1976), Murphy and Smith (1982), and Hoffman and Ziesler (1983).

B. Theories of Categorization

Computational models of the basic level. Fisher (1987) developed an incremental conceptual clustering program, called COBWEB, that uses category utility. Conceptual clustering is a task in which items are partitioned into categories based on some criterion and a concept is formed for each category. It differs from other concept formation tasks in which people explicitly are given feedback on whether or not an item belongs in a category. Using category utility as its clustering criterion, COBWEB adds a novel item to an existing category (i.e., one that has previously constructed) or places the item into a new, singleton category. Specifically, COBWEB tentatively places the item into an existing category and calculates the average category utility for that partition of categories:

\[
\Sigma P(C_i) [\Sigma P(f_\|k)^2 - \Sigma P(f_i)^2] / n
\]

(2) \( \Sigma P(C_i) [\Sigma P(f_\|k)^2 - \Sigma P(f_i)^2] / n \)

In this formula, \( P(f_\|k) \) is the probability of attribute \( i \) possessing value \( j \) in category \( k \), \( P(f_i) \) is the base rate of attribute \( i \) possessing value \( j \), and \( n \) is the number of categories in the partition. Note that this is simply category utility summed across categories and divided by the number of categories.
This process is repeated, placing the item into a different category each time. In addition, COBWEB calculates the category utility for the partition that results when the item is placed in a new category by itself. COBWEB then classifies the item into the category that results in the partition with the highest category utility.

COBWEB incrementally constructs categories by examining novel items sequentially. Eventually, it constructs a hierarchy of categories, related to each other by class inclusion. Fisher (1988) modified the program to account for basic level phenomena. Specifically, the program augments the category hierarchy with collocation-maximizing indices: pointers from the root of the hierarchy to those categories that maximize the collocation of an attribute value \( f_j \). Collocation, again, is the product of cue and category validity (see Jones, 1983). An object is classified into the category with the greatest sum of collocation. Fisher (1988) has shown that his system categorizes items at the level corresponding to the empirically determined basic level in the experiments of Murphy and Smith (1982) and Hoffman and Ziemsser (1983).

Anderson (1990) has developed and extensively evaluated a clustering model which, like Fisher's COBWEB, embodies the idea that the organism's goal is to maximize the inferences that can be drawn from category membership. In the model, a novel item is placed into its most probable category, which either may be an existing category (i.e., one that previously has been constructed) or a new, singleton category. The probability \( P_k \) that an item belongs to a category \( k \) is \( P(k | F) \), or the conditional probability that the item belongs to the category \( k \), given its set of attribute values \( F \). This probability can be expressed as the following equation:

\[
P_k = P(k | F) = P(k)P(F | k) \frac{\sum kP(k)P(F | k)}{\sum kP(k)}
\]

The probability \( P(k) \) in turn, has the following form:

\[
P(k) = \frac{c n_k}{(1 - c) + cn}
\]

where \( n_k \) is the number of items assigned to category \( k \) so far, \( n \) is the total number of items seen so far, and \( c \) is the coupling probability. This probability (a fixed value) indicates how likely two objects come from the same category (for most of Anderson's simulations, this probability was set to .30). For large \( n \), \( P(k) \) approximates \( n_k/n \), strongly biasing the system to place items into large categories.

The probability that an item displays a set of attribute values \( F \), given membership in category \( k \), is computed by the following equation:

\[
P(F | k) = \prod P(i_j | k)
\]

where \( P(i_j | k) \) is the probability of an item displaying value \( j \) on attribute \( i \), given that it comes from category \( k \). This probability in turn, has the following form:

\[
n_{ij} + 1
\]

\[
\frac{n_k + m_i}{n_k + n_i}
\]

where \( n_k \) is the number of items in category \( k \) that have a value \( j \) on attribute \( i \), \( n_{ij} \) is the number of items in the category that have the same value as the item to be classified, and \( m_i \) is the number of values on the dimension to be classified. Notice that the normative value for \( P(i_j | k) \) is calculated by \( n_{ij} / n_k \) (and this equation approximates that value for large \( n \)). However, the term \( m_i \) is included in the equation above to deal with problems of small samples. As Anderson notes (page 105), if a system has just seen one item in a category and it was red, one would not want to assume that all items in the category were red (as would be the case if the probability was simply \( n_{ij} / n_k \). Assuming seven colors, equally probable on prior grounds, \( P(\text{red} | k) \) equals .25 by direct substitution into equation 6.

Anderson has accounted for the basic level findings of Murphy and Smith (1982) and Hoffman and Ziemsser (1983) in the following way. He presented the model with random sequences of the stimuli used in those experiments, encoded as bit patterns (with unique subpatterns corresponding to different values on the various feature dimensions). The system forms categories at various levels by varying the value of the coupling probability.

Prototype and exemplar models of categorization. In general, these models have not been held accountable for hierarchical categorization. Rather, they usually characterize such within-level categorization phenomena as typically effects and new/old recognition. Much of this work contrasts the predictions of prototype versus exemplar-based theories of categorization (e.g., Medin & Smith, 1984; Nosofsky, 1988). To our knowledge, however, these models previously have not been compared with respect to their predictions concerning levels of categorization. We will examine a pair of models that are examples of general classes of models: the adaptive network model (Gluck & Bower, 1988), which is an example of multiplicative-similarity prototype models (see also Massaro's fuzzy logical model, Massaro & Freidman, 1990 and Nosofsky, 1990), and the context model (Medin & Schaffer, 1978; Nosofsky, 1986), which is an example of
multiplicative-similarity exemplar models (see also the array model of Estes, 1986, and Hintzman’s MINERVA, 1986).

The adaptive network model. Prototype models combine information about individual examples into a summary representation. In the case of the adaptive network model, this information is represented as a set of weights that connect input nodes of the system to output nodes. The system learns categories in the following manner. A category item is presented as a pattern of activity across the input nodes. The pattern of activity corresponds to a set of attribute values that describe the item. The system responds by generating a pattern of activity across its output nodes. Each output node represents a category. The response of a given output node is:

\[
o_j = \sum_i w_{ij} a_i
\]

which is simply the sum of the activations of the input units to which the output node is connected, the \(a_i\) multiplied by their weights, the \(w_{ij}\). An input node has an activation value of 1 if the attribute value that it represents is present in the item. Otherwise, the node has a value of 0. The system is taught to activate the node of the correct category and to inhibit activation of the other nodes, by adjusting its weights, using the delta or least mean squares learning rule (Duda & Hart, 1973; Riesco & Wagner, 1972):

\[
\Delta w_{ij} = \beta (o_j - \sum_i w_{ij} a_i)
\]

Here, the change in the weight between input unit \(i\) and output unit \(j\), \(\Delta w_{ij}\), is the difference between the desired output from unit \(j\), \(o_j\) (which is 1 if the stimulus belongs to category \(j\) and is 0 otherwise), and the sum of the activations of the input nodes to which the output node is connected, the \(a_i\) multiplied by their weights, the \(w_{ij}\). This difference is multiplied by the activation of input node \(i\), \(a_i\), and by the learning rate, \(\beta\), which is left as a parameter (0<\(\beta<1\)). This learning rule is a gradient descent procedure leading to minimum squared error over a set of learning items.

After some amount of learning, the system is typically tested on how well it has learned. An unclassified stimulus pattern is presented and the system generates a pattern of activity across its output nodes. The output is converted into a response probability for each of the possible categories, \(P(R_j)\), by computing the ratio of the output for a category \(o_j\), to the sum of the outputs for all categories \(i\), \(\sum o_i\):

\[
P(R_j) = \frac{o_j}{\sum o_i}
\]

There are several problems with models of these types. First, it is well known that these relatively simple models only can learn linearly separable categories (e.g., Hinton, 1987; Minsky & Papert, 1969). Categories are linearly separable if their members can be correctly classified using a weighted, additive function of their features. Nosofsky (1991) also has shown that the adaptive network model is a special case of a class of multiplicative prototype models which have the same limitation. Apparently the constraint that categories be linearly separable does not apply to human category learning (e.g. Medin & Schwanenflugel, 1981). Second, the multiplicative prototype model also is not sensitive to correlated attributes within categories and in general, does not fare well in contrast with exemplar models that use multiplicative similarity (see Nosofsky, 1991 for a review).

To address some of these limitations, Gluck, Bower, and Hee (1989) slightly modified the adaptive network model by adding input nodes to the model which correspond to the conjunctions of single features. For example, a model with nodes for the features \(a\), \(b\), \(c\), and \(d\), would also have nodes for the conjunctions of those features (i.e., \(a\&b\), \(a\&c\), \(a\&d\), \(b\&c\), \(b\&d\), and \(c\&d\)). By encoding the input in this way, the model is sensitive to correlated attributes. Furthermore, such an encoding may transform a learning problem that is not linearly separable with single features into one that is linearly separable in terms of combinations of features. Gluck, Corter, and Bower (1990) have shown that this model (which they call the configural-cue network model) reproduces the basic level advantage observed by Murphy and Smith (1982), Hoffman and Ziessler (1983), and Corter et al. (1988).

The context model. In contrast to prototype models, standard similarity-based exemplar models explicitly represent information about individual category members. Exemplar models assume that category items are stored in memory and retrieved in a probabilistic fashion. Also, an item is classified into the category to which it is most similar. For the Medin and Schaffer context model, the classification rule takes the form of Luce's choice rule (Luce, 1959). In this case, the probability of classifying an item as a member of a target category is equal to the sum of the similarities of that item to each category member, divided by the sum of the similarities of the target item to all items (both in the target category and in the contrast categories). Furthermore, the similarity of an item to a category member is a multiplicative function of the similarity of the item's
attribute values and to those of the category member (this is not specified by Luce):

\[ P(\text{classifying item in category A}) = \frac{\sum_i \Pi a_i}{\sum_i \Pi a_i + \sum_i \Pi b_i} \]

where \( a \) represents the items in category A, \( b \) represents the items in a contrast category B, \( d \) represents the attributes that make up each item, and \( s \) represents the similarity of the item's attribute values to those of a category member. If the target item and the comparison item have a matching value on attribute \( d \), then \( s \) for that attribute equals 1; otherwise, the similarity parameter takes on the best fitting value between 0 and 1. Matches between the target item and comparison items in memory increase similarity; mismatches decrease similarity.

Exemplar models of this form, which combine information about category size with similarity information, will always derive a higher probability of classification for the category with the most exemplars, as long as the categories are nested, because within category similarity increases (or at least remains constant) with increases in category size. *Average* within-category similarity (dividing the sum of the similarities between the target item and each of the category items and each of the category items) may decrease as one moves up a nested hierarchy but *summed* similarity (simply summing the similarities between the target item and each category item across all category items, without dividing by the number of category items) can only increase.

Some provisos are in order concerning the predictions of exemplar models. First of all, exemplar models have almost exclusively been applied to transfer tests given after learning. They have not been developed as computational models of learning. It may be that some form of exemplar model that incorporates competitive learning could predict a basic level advantage. Our predictions hold only for the class of models in which learning is a monotonic function of the classification probabilities, as indexed by the equation above. One also must keep in mind that the context model permits selective attention to constituent dimensions. Therefore, a second hedge is that the equation above should only hold when one allows the similarity parameters to adjust in the direction of optimizing performance. With nested category structures, selectivity at a lower level will also benefit performance at higher levels of categorization. Therefore, the prediction that higher levels will yield better performance ought to hold even when selective attention is allowed. The sole exception that comes to mind is the possibility that selective attention might operate more effectively at one level than others. For example, errors may drive the adjustment processes faster than correct guesses, and correct guesses should occur more frequently for the superordinate level than for the basic level. Still, it appears that the most natural application of exemplar models fails to predict a basic level advantage. At the very least, this represents a serious challenge to exemplar models that rely on summed similarity.

Alternatively, one could formulate an exemplar model based on average rather than summed similarity (with both the average and the sum taken over all members of a category). As a result, the model would favor the basic level over the superordinate in experiments such as those of Corter et al. (1988). To see this, consider the design in Table 9.1 in terms of average within-category similarity

<table>
<thead>
<tr>
<th>Level</th>
<th>Within</th>
<th>Between</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superordinate</td>
<td>$1 + 2 + 3 + \frac{a_1 b_1 + a_2 b_2 + a_3 b_3}{4}$</td>
<td>$1 + 2 + 3 + \frac{a_1 b_1 + a_2 b_2 + a_3 b_3}{4}$</td>
</tr>
<tr>
<td>Basic</td>
<td>$1 + 2 + 3$</td>
<td>$3 + 2 + 1$</td>
</tr>
<tr>
<td>Subordinate</td>
<td>$1 + 2 + 3$</td>
<td>$2 + 3 + 1$</td>
</tr>
</tbody>
</table>

with $S_1 = 0$

<table>
<thead>
<tr>
<th>Level</th>
<th>Within</th>
<th>Between</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superordinate</td>
<td>$1 + 2 + 3 + 4$</td>
<td>$1 + 2 + 3 + 4$</td>
</tr>
<tr>
<td>Basic</td>
<td>$1 + 2 + 3$</td>
<td>$3 + 2 + 1$</td>
</tr>
<tr>
<td>Subordinate</td>
<td>$1 + 2 + 3$</td>
<td>$2 + 3 + 1$</td>
</tr>
</tbody>
</table>

with $S_1 + S_2 + S_3 = 0$

<table>
<thead>
<tr>
<th>Level</th>
<th>Within</th>
<th>Between</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superordinate</td>
<td>$3 + 2 + 1$</td>
<td>$3 + 2 + 1$</td>
</tr>
<tr>
<td>Basic</td>
<td>$3 + 2 + 1$</td>
<td>$3 + 2 + 1$</td>
</tr>
<tr>
<td>Subordinate</td>
<td>$3 + 2 + 1$</td>
<td>$3 + 2 + 1$</td>
</tr>
</tbody>
</table>

$S_1$ = similarity parameter on first dimension (gama)
$S_2$ = similarity parameter on second dimension (eyes)
$S_3$ = similarity parameter on third dimension (fash)
versus average between-category similarity. This is summarized at the top of Table 9.2. The special case in which \( S_s = 0 \) is clear, as shown in the bottom half of Table 9.2. One immediately sees that the basic level will be favored over the superordinate level. Furthermore, as \( S_s \) increases, the basic level will be favored over the subordinate (the exact point of the shift depends on whether one assumes performance is a function of differences versus ratios). Another way to see this is to let \( S_1 = S_2 = S_3 = 0.30 \) and note that the ratio of average within-category similarity to average within plus between category similarity is maximized at the basic level. This case is shown in the bottom third of Table 9.2. For at least some values of similarity, the average similarity exemplar model picks out the basic level.

We will return to the multiplicative exemplar model using average or normalized similarities a bit later. For the moment we simply note the following problem. The average similarity exemplar model implies an insensitivity to category size or frequency but the data suggest that people’s categorization is, in fact, at least partially sensitive to frequency (e.g., Medin & Florian, 1991; Nosofsky, 1988). The asymptotic performance of the adaptive network model is also insensitive to category frequency. The summed similarity exemplar model handles frequency effects but does not pick out the basic level as easiest. Overall, we are in the uncomfortable situation of having no model which simultaneously gives an account of category frequency and basic levels effects. Rather than dwell on these difficulties, we introduce a few further ones. First, we take a second look at natural categories and then describe some additional results growing out of this analysis.

VI. FURTHER COMPLICATIONS

A. Natural categories reconsidered

Although both natural and artificial categories have yielded results favoring a basic level of categorization, one cannot be sure that the underlying basis for these results is the same. In fact, a closer analysis of the category structures used with artificial stimuli gives cause to fairly strong reservations. Consider again Table 9.1, summarizing the Corter et al. (1988) design. Note that for the middle level of categorization there is always a feature that only and always is associated with it. In short, a defining feature is present at the middle level. But we began this chapter by noting the strong evidence and near uniform consensus that natural concepts do not have defining features (let alone a single defining feature). The same problem arises for the Hoffman and Ziessler (1983) studies as their design also maps onto that of Table 9.1. It is not entirely clear how the abstract structure of the Murphy and Smith (1982) study should be represented but one plausible scheme, taken from Corter et al. and shown in Table 9.3, reveals that numerous defining features were available at the basic level and not at the subordinate or superordinate level. It also appears that there were defining features in Mervis and Criss’ stimuli (see Figure 9.3).

The basic level advantage for artificial categories may be related to defining features. However, we have noted that natural categories are not characterized by defining features. As a result, the explanation for the basic level advantage in natural categories may have little to do with the explanation for this advantage in artificial categories. It is possible that a measure such as category utility picks out the basic level for both artificial and natural categories but the presence of defining features undermines the parallels. It is difficult to assess the seriousness of this defining feature issue. We turn attention now to some recent studies of levels effects in which defining features were not present. Having adopted a skeptical frame of mind, however, we should note that these studies are themselves far from immune to criticism.
B. Fuzzy artificial categories and the basic level

Recently, the first author studied levels effects using artificial categories without defining features (Lassaline, 1990). The studies were also designed to evaluate concept learning models with respect to the basic level. We decided that there was no absolute need to have three levels of categorization, as the theories and metrics we have described require only two levels for a contrast. Therefore the artificial categories were organized into a two-level hierarchy with two General categories and four Specific categories, two nested in each General category. In addition, training level was varied between rather than within subjects. One reason for this choice is that it has proven surprisingly difficult for subjects to learn multiple levels of categorization simultaneously. Previous studies with artificial categories have used the procedure of training people on one level at a time and only later integrating across levels.

The first experiment was an exploratory one, designed to show that a levels effect can be obtained for category structures that do not contain defining features. The design of the first study is summarized in Table 9.4. The stimuli were sixteen objects, each consisting of a value on four different dimensions, D1, D2, D3, and D4 (two shape dimensions and two texture dimensions), modeled after the tool-like stimuli of Murphy and Smith. The General level consisted of two categories (Categories A and B). There were four categories for the Specific level (Categories C, D, E, and F). Unlike previous work, there was no single feature or combination of features at any level that was necessary and sufficient to determine category membership.

Subjects were trained to verify category membership upon presentation of a picture of one of the objects and a category name. After training on the categories, subjects were tested with a speeded version of the category verification task. Average response latencies and error rates across subjects, by level, were used to evaluate predictions for ease of category learning and verification made by three theories: category utility, the adaptive network model, and the exemplar similarity model.

Category utility, the adaptive network model, and the summed similarity exemplar model predict an advantage for the General level of categorization. The General level partition has a category utility value of .266 whereas the specific level has a value of .211. The predictions of the average similarity exemplar model depend on values of the similarity parameters—large values favor the Specific level whereas smaller ones favor the General level. The predictions of the adaptive network model were derived through simulations assuming a configural cue representation and setting any negative output values to zero before computing the response probabilities. Across variations in the simulations, these predictions did not vary. Specifically, whether or not negative outputs were transformed to zero, whether or not the stimulus representation was supplemented with configural cues, and across various learning rates, the adaptive network model predicts a General level advantage.

The results of this first experiment were consistent with the General level advantage predicted by category utility, the adaptive network model, and the summed and average similarity exemplar models. As Figure 9.4 indicates, the General level proved easier to learn than the Specific level. Although this experiment does not distinguish between models (since all of them predict a general level advantage), it did demonstrate that a levels effect can come about with fuzzy artificial categories.

The second experiment was somewhat more diagnostic in that the various models did not all make the same prediction. The abstract structure of the experiment is shown in Table 9.5. Each of the twelve stimuli was constructed from three dimensions, D1, D2, and D3 (two shape dimensions and one texture dimension), each of which had three possible values. Again, no defining feature is present. In addition, no single feature is even sufficient to determine category membership at either level, although the Specific categories do have a feature with perfect category validity. That is, all members of Category C have a value
of 1 on D2; all D's have a value of 1 on D3; all E's have a value of 2 on D2; and all F's have a value of 2 on D3.

The category utility value is .118 for the General categories and .267 for the Specific categories. Thus, category utility predicts a Specific level advantage. The average similarity exemplar model also predicts a Specific advantage. The summed similarity exemplar model predicts, of course, an advantage for the General level, as within-category similarity increases with category size. In our simulations, the adaptive network model also predicts an advantage for the General level.

The Specific level proved to be much easier to learn than the General level. These learning differences carried over to speeded categorization trials given after training, as shown in Figure 9.5. In brief, the data support category utility and the average similarity exemplar model over the summed similarity exemplar model and the adaptive network model.

The most challenging data come from a third experiment whose design is summarized in Table 9.6. Structure (One Dimension or Four Dimensions) was varied between subjects, such that each subject learned the twelve items in either the One Dimension or the Four Dimensions structure. Each of the sixteen items was constructed from four dimensions, D1, D2, D3, and D4 (two shape and two texture dimensions) each of which had four possible values. Note that we have introduced a defining feature for the Specific level of categorization, and thus a disjunction of two features is defining at the General level. Of primary interest was the effect of the distribution of the defining feature across dimensions. For the One Dimension case, the defining feature for each of the Specific categories consisted of a value on the same dimension (values 1, 2, 3, and 4 on D1 for Categories C, D, E, and F, respectively). For the Four Dimensions case, the defining feature was taken from a different dimension for each of the Specific categories (a value of 1 on D1, D2, D3, or D4 for Categories C, D, E, or F, respectively).

Table 9.5. Lassaline (1990) Experiment 2 Stimulus Structure.

<table>
<thead>
<tr>
<th>Example</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>C</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>A</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>D</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>A</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>D</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>B</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>E</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>B</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>F</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>B</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>B</td>
</tr>
</tbody>
</table>

Figure 9.5. Category verification times and classification accuracy for General and Specific categories (Lassaline, 1990, Experiment 2).

<table>
<thead>
<tr>
<th>Example</th>
<th>One Dimension</th>
<th>Four Dimensions</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1 D2 D3 D4</td>
<td>D1 D2 D3 D4</td>
<td>General</td>
</tr>
<tr>
<td>1</td>
<td>1 1 3 4</td>
<td>1 2 4 3</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>1 2 4 1</td>
<td>1 3 2 4</td>
<td>A</td>
</tr>
<tr>
<td>3</td>
<td>1 3 1 2</td>
<td>1 4 3 2</td>
<td>A</td>
</tr>
<tr>
<td>4</td>
<td>2 4 2 1</td>
<td>1 2 3 1</td>
<td>A</td>
</tr>
<tr>
<td>5</td>
<td>2 1 3 2</td>
<td>3 1 4 2</td>
<td>A</td>
</tr>
<tr>
<td>6</td>
<td>2 2 4 3</td>
<td>4 1 2 3</td>
<td>A</td>
</tr>
<tr>
<td>7</td>
<td>3 3 1 3</td>
<td>4 3 1 2</td>
<td>B</td>
</tr>
<tr>
<td>8</td>
<td>3 1 3 1</td>
<td>3 2 1 4</td>
<td>B</td>
</tr>
<tr>
<td>9</td>
<td>3 3 2 4</td>
<td>4 1 3 3</td>
<td>B</td>
</tr>
<tr>
<td>10</td>
<td>4 2 4 2</td>
<td>3 4 2 1</td>
<td>B</td>
</tr>
<tr>
<td>11</td>
<td>4 3 2 3</td>
<td>4 2 3 1</td>
<td>B</td>
</tr>
<tr>
<td>12</td>
<td>4 4 1 4</td>
<td>2 3 4 1</td>
<td>B</td>
</tr>
</tbody>
</table>

Neither the category utility measure nor the adaptive network model is sensitive to how the defining features are distributed, and thus predict no difference in category learning or verification between the One-dimension and the Four-dimension cases. Versions of the summed similarity exemplar model that allow selective attention can predict that the One-dimension case will be easier than the Four-dimension case. Given that the average similarity exemplar model also allows for selective attention, it can also predict that the One-dimension case will be easier than the Four-dimension case.

Figure 9.6. Training accuracy for General and Specific categories (Lassaline, 1990, Experiment 3).

With respect to the contrast between levels, the category utility is .167 for the General level and .250 for the Specific level, and thus category utility predicts a Specific advantage. Both the summed similarity exemplar model and the adaptive network model predict that the General level will be easier for both the One-dimension and the Four-dimensions cases. The average similarity model, like category utility, predicts that the Specific level will be easier than the General level in either case.

Somewhat surprisingly, levels interacted strongly with how the defining feature was distributed. As Figure 9.6 indicates, for the One-dimension case, the Specific level was much easier than the General level both in learning and at test, but for the Four-dimension case the General level was easier than the Specific level.

C. Summary

The first two experiments show that one can obtain clear levels effects for category structures that do not contain defining features. In these experiments, the favored level was picked out by the category utility measure. The third experiment, however, yielded an interaction of level with feature distribution that is outside the scope of category utility. Table 9.7 presents a summary of the predicted and obtained results of these experiments.

Table 9.7. Summary of predicted and obtained level advantage from Experiments 1, 2, and 3.

<table>
<thead>
<tr>
<th></th>
<th>Predicted Advantage</th>
<th>Obtained Advantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category Utility</td>
<td>General</td>
<td>General</td>
</tr>
<tr>
<td>Level</td>
<td>Specific</td>
<td>General</td>
</tr>
<tr>
<td>Experiment 1</td>
<td>General</td>
<td>General</td>
</tr>
<tr>
<td>Experiment 2</td>
<td>Specific</td>
<td>General</td>
</tr>
<tr>
<td>Experiment 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level(1D) Specific</td>
<td>General</td>
<td>General</td>
</tr>
<tr>
<td>Level(4D) Specific</td>
<td>General</td>
<td>General</td>
</tr>
<tr>
<td>Structure</td>
<td>No Diff</td>
<td>One Dim</td>
</tr>
</tbody>
</table>

* One Dimension structure.
D. Rule-Based Accounts

Going beyond the formal models and metrics we have presented thus far, we will next briefly discuss a class of models that use rules to define category membership. Many of the participants in these studies report using rules. It turns out that a rule-based account may well capture many of Lassalone's results, but it is difficult to evaluate such an account quantitatively, as there are no well-specified rule-based models.

Turning to a rule-based account, the ordering of levels with respect to difficulty of learning and verifying category membership was, for the most part, consistent with subjects' use of rules across the three experiments. Subjects' use of rules to learn categories was tested for each experiment by deriving the simplest logical rules that captured the category structure used. The general idea is that categories described by simple rules should be easier to learn than categories requiring complex rules. Of course, it is possible that there might be some simple rule that is difficult to discover. In Lassalone's experiments, however, the dimensions and values are all fairly salient so it is plausible that simple rules were easier to discover than complex rules.

The rule account can also be used to predict performance on individual items. For example, if a subject learning the Specific categories from Experiment 1 uses the rule "a value of 1 or 2 on D3 leads an item to be placed in Category C or Category E, respectively; a value of 1 or 2 on D4 leads on item to be placed in Category D or F, respectively". If subjects learning the Specific categories used this rule, then performance involving the one member of each Specific category that doesn't possess the feature specified in the rule (Items 3, 6, 11, and 14 from Categories C, D, E, and F, respectively) should be poorer than for the other items. The results are consistent with use of this rule. The only inconsistency between the data and the simplest-rule account came from Experiment 2 (see Table 9.5 for category structure). The simplest-rule account predicted an advantage for certain items in this experiment that was not obtained. The derivation of predictions for Experiment 2 for a rule-based account was not as straightforward as that for the first and third experiments, as explicit rules to capture category membership were not as obvious. For the General categories, a value of 1 on the first dimension for Category A and a value of 2 on the first dimension for Category B characterizes four of the six members of each category. It is also possible to capture General category membership by using a conjunction of the necessary features that characterize the Specific categories, i.e. for Category A, conjoining the necessary feature for Category C, a 1 on the second dimension, and the necessary feature for Category D, a 1 on the third dimension. For each Specific category, in contrast, its necessary feature is not sufficient as one nonmember possesses it. There is one exception to using a rule based on the necessary feature for each Specific category (i.e. Item 10 for Category C, Item 7 for Category D, Item 4 for Category E and Item 1 for Category F); whereas for each General category, there are two exceptions to using the rule based on a conjunction of the second and third dimensions (i.e. Items 7 and 10 for Category A and Items 1 and 4 for Category B), and three exceptions to using the rule based on the first dimension (i.e. include Items 3 and 6 but exclude Item 9 for Category A, and include Items 9 and 12 but exclude Item 3 for Category B).

To determine whether or not subjects used any of the rules described above, data from Experiment 2 were analyzed by item. Verifying category membership for Item 6 for the General level and Item 4 for the Specific level was significantly more difficult than for all other items. There were no other item differences. While these two differences are both consistent with use of the rules described above, the results of the item analysis as a whole do not strongly suggest that subjects used rules as a strategy to learn categories and verify membership in Experiment 2. This inconsistency is not terribly damaging to the rule-based account, though, as it is possible that subjects were simply employing different rules than those proposed by the experimenter. Until a model based on use of logical rules is formally specified and supplemented with a mechanism for exemplar retrieval, it is impossible to quantitatively evaluate the rule-based account. Yet the notion that subjects were employing logical rules in classification may plausibly characterize performance across the three experiments.

Martin and Caramazza (1980) suggest that previous research with artificial categories which has been used to support similarity-based models may actually reflect use of a logical rule system for classification. These authors claim that even using categories with no set of defining features, subjects attempt to learn categories by a sequence of feature tests evaluating logical rules for category membership. This claim is supported by a series of experiments using artificial categories in which the pattern of reaction times for category verification and typicality judgments was consistent with performance based on sequential feature testing. Martin and Caramazza emphasized the importance of analyzing individual
subjects' data, as subjects may be using the same process to perform the categorization task (in this case the process would be developing rules to capture category membership), but may differ in the specific rules developed.

Mixed support for a rule-based account comes from experiments by Nosofsky, Clark and Shin (1989) testing the extent to which exemplar-based similarity models can account for classification of rule-described categories. The rule account formulated by these authors assumes that subjects adopt the simplest possible rule for partitioning categories (Shepard, Hovland & Jenkins, 1961). In two of the experiments by Nosofsky et al. (1989), when subjects were explicitly instructed to use specific rules, classification performance was better predicted by the minimal-rule account than by the exemplar model, but could be predicted by the minimal-rule account. In contrast, when subjects were not explicitly instructed to use rules, the exemplar model provided a better account of the findings.

Experiments involving category construction do provide support for a rule-based account (Ahn and Medin, 1989). These authors proposed a two-stage categorization model that accurately predicted when family resemblance sorting will occur. In the first stage, initial categories are created based on values on a single primary dimension, a defining feature for the initial categories. Remaining exemplars not classified by values on the defining feature are classified in the second stage according to overall similarity to members of the initial categories. This model integrates use of an explicit multidimensional rule with exemplar similarity computations to produce categories. Models based on category utility or similarity alone were unable to predict when family resemblance categories would and would not be constructed.

In formulating rule-based models, psychologists have tended to assume that simplicity governs the choice of rule derived to capture category membership. Medin, Wattenmaker and Michalski (1987) argue instead that human rule induction is constrained by a category validity bias and a bias toward rules that are more specific than necessary, perhaps to maximize inferences and protect the rule system from over-generalizing. By exploring such constraints, one might develop more precise rule-based models. In addition, some mechanism governing exemplar storage and retrieval is needed to supplement the rule system. As things stand now, we cannot conclude a great deal about the viability of a rule-based account of hierarchical categorization, as current rule models are imprecise.

E. Identification Versus Classification

A limiting case of levels effects is identification learning, or learning in which each example must be placed into a separate category. The classic studies of Shepard, Hovland and Jenkins (1961) looked at the relative difficulty of different types of category partitions. The stimuli were the eight possible combinations of three binary valued dimensions (111, 110, 101, 011, 001, 010, 100, and 000). For two equal-sized categories, there were six distinct types of category partitions (one corresponding to a single defining feature, one to correlated attributes within a category, one to a linearly separable category with characteristic features, and so on). Shepard et al. found that classification learning was easier than identification learning except for the worst category structure, where no difference was found. Nosofsky (1984) demonstrated that the multiplicative summed similarity exemplar model could account for the ordering of learning difficulty, if selective attention to or weighting of dimensions is allowed. Surprisingly, however, the category utility measure is completely unable to account for the Shepard et al. results. Category utility predicts that identification learning should be easier than classification learning for four of the category types and that there should be no difference for a fifth type. Only for the defining features case does category utility predict classification to be superior to identification.

F. Summary

The initial rosy picture of parallels between artificial and natural basic level categories has turned somewhat problematic. Studies with artificial categories have often used defining features. This undermines the idea that relevant structural properties of natural categories have been incorporated into artificial categories but leaves the hope that some metric or theory will correctly predict levels effects in both domains. To our chagrin, however, none of the metrics and theories hold up well, even within the domain of artificially constructed categories. Lassaline's finding of an interaction of level with feature distribution was not predicted by any metric or theory. Before attempting to draw out the implications of this series of challenges, we take one further look at linkages between artificial and natural categorization.

VII. ARTIFICIAL Versus NATURAL CATEGORIES: FURTHER OBSERVATIONS

There are a number of recently observed aspects of natural categorization
that typically have not been examined in artificial category studies. We see these characteristics as challenges to any complete theory of categorization. Furthermore, we are fairly sure that these aspects of natural categorization play an important role in the basic level advantage. Below, we describe these aspects and speculate on how they might be relevant to basic categories.

A. Conceptual Functions

Certainly, our concepts have uses or functions. In almost all research on concepts, including that involving the basic level, two conceptual functions have been emphasized. First, we use concepts to classify or identify items. Classification is a prerequisite for many cognitive and behavioral tasks. For example, building a bookcase might require nails, a hammer, a saw, and wood. It seems necessary that one be able to identify such objects before carrying out such a task. Second, we use concepts to predict information about an item. For example, if one has classified an object as a bird, one might reasonably conclude that it will fly. The importance of prediction is fairly obvious. If we can predict things about an object or event, we can anticipate potentially harmful or beneficial consequences, and take appropriate steps to avoid or insure them.

As we have noted, models typically have accounted for the basic level advantage by suggesting that this level maximizes some function of the cue and category validity of features. Cue validity emphasizes the classification function of concepts. It measures how distinctive a feature is with respect to other categories. A feature with maximum cue validity allows one to classify with certainty an item possessing that feature. Such a feature would be unique to members of the category and therefore very distinctive. Category validity emphasizes the prediction function of concepts. It measures how common a feature is with respect to other categories. Given that an item belongs to a category, one can predict a feature of a category member with certainty, if the feature has maximum category validity (i.e., is common among all members of the category).

Recently, some researchers have emphasized that people use concepts for a variety of purposes (Matheus, Rendell, Medin, & Goldstone, 1989; Medin, 1983). Concepts have other functions besides classification and prediction. Below, we briefly describe other possible functions of concepts.

Learning. We use concepts to learn other concepts. There are probably a variety of ways that concepts facilitate learning. For example, one might learn about an unfamiliar concept (e.g., electricity) using reasoning by analogy to a familiar concept (e.g., water flow). Gentner and Gentner (1983) discuss this type of learning. Existing concepts might also provide expectations or biases that guide learning of new concepts. For example, when you first learned about computers you previously may have been told that they could be used for text processing and mathematical calculations. Learning about computers may have been a process in which you related these abstract expectations to more concrete features of the computer (particular keypress sequences, displays on the computer screen, etc.). Researchers in the field of machine learning have called this type of learning operationalization (Dejong & Mooney, 1986; Mostow, 1983). In general, it involves translating abstract, high level expectations into more specific, low level information.

Explanation. We use concepts to explain and understand why things happen. For example, one might explain why a bottle of Coca-Cola shattered after being left in the freezer for several hours by noting that water expands when it freezes, Coca-Cola is composed of almost entirely of water, and so on. The role of explanation is related to prediction: if we can explain an event (for example), we generally know the conditions under which it will occur. Therefore, if we can identify these conditions in a new situation, we can predict the event.

Conceptual combination. We also combine existing concepts to create new ones (see Murphy, 1988; Winsiewski & Gentner, 1991 for reviews). For example, one might combine the concepts elephant and box to form the new concept elephant box, which might mean "a special type of box for transporting elephants." Conceptual combination is another way that we learn concepts. It is also an efficient way of adding new terms to a language (Downing, 1978).

Communication. Of course, we also use concepts to communicate with other people. One role of concepts in communication is to efficiently convey knowledge. There is a wealth of information associated with a concept (Barsalou, 1989). Furthermore, people believe that their concepts are similar to other people's (Rey, 1983; Miller & Johnson-Laird, 1976). Therefore, in uttering a phrase, a speaker may mean more than what is explicitly stated and believe that the listener will have access to the knowledge implicit in the utterance. For example, a speaker uttering the sentence, "She began eating the soup and it burned her mouth" assumes that the listener has a similar concept of soup and does not have to explicitly state why the soup burned the woman's mouth.

Theories of the basic level have assumed that this level best captures the functions of classification and prediction. The design of category structures involving artificial stimuli primarily has varied factors associated with these
functions (e.g., commonality and distinctiveness of features). Little work has attempted to relate the basic level to other conceptual functions. Furthermore, one intriguing possibility is that concepts at different levels in a taxonomy may differ in their conceptual functions. One possible reason for the basic level advantage in so many cognitive tasks is that these tasks correspond to the functions ideally suited for the basic level, and not other levels. Further research needs to examine the functions of other concepts like superordinates and subordinates.

Some work has addressed the idea that superordinate and basic concepts have different functions. Based on a linguistic analysis of basic and superordinate terms, Wisniewski and Murphy (1989) argued that people primarily use superordinate terms to conceptualize related groups of objects and use basic concepts to conceptualize single objects. To test this hypothesis, Murphy and Wisniewski (1989) had people categorize objects that were isolated or in scenes. The scenes were naturalistic depictions of actual places that contained members of a superordinate category. Consistent with many studies of the basic level, when the object was isolated, people were faster at categorizing an object at the basic level than at the superordinate level. However, when the object was in a scene, superordinate and basic categorization took about the same amount of time. Furthermore, superordinate categorization was more disrupted than basic categorization when the object was in an improbable scene. These studies suggest that superordinate and basic concepts have different functions.

B. Selective Induction Versus Constructive Induction

Artificial category studies of the basic level have the virtue that, in general, the category structure created by the experimenter closely approximates the structure perceived by the subject. The features typically used are well-specified and unambiguous. As a result, the experimenter and subject probably agree on the features that are present in the stimuli. (This characteristic also is true of other artificial category studies that do not explicitly address the basic level.)

However, many researchers have suggested that the crucial problem in induction is determining the units of analysis or constituents upon which to perform induction (e.g., Medin, Wattenmaker, & Michalski, 1987). That is, induction may involve selecting features from a feature space (i.e., selective induction) but more importantly, it involves constructing that feature space (i.e., constructive induction). In artificial category studies of the basic level, the constructive induction problem has been "solved" for the learner by the experimenter, who typically uses stimuli with well-specified, unambiguous constituents. This is as true for our studies as for any others.

Some researchers have argued that constructive induction may result from an interaction of people's prior expectations or background knowledge and information delivered by the perceptual system (e.g., Wisniewski & Medin, 1991). One criticism of artificial category studies is that they create situations in which a person's use of background knowledge is unnecessary for category learning. For example, we are sure that people do not need to use prior knowledge to learn the categories shown in Table 9.1.

Some evidence for this view of constructive induction comes from studies involving children's drawings. Wisniewski and Medin (in press) had two groups of subjects learn about the same categories, but the groups were given different, meaningful labels for the categories. Specifically, one group of subjects was told that the drawings were done by creative and noncreative children. The other group was told that the same drawings were done by farm and city children. The purpose of giving the groups different labels for the categories was to activate different, prior knowledge in the two groups during learning.

This simple experimental manipulation had important effects on the kinds of features that people perceived in the drawings. Furthermore, it appeared that people's prior knowledge helped determine these features. A striking finding was that different people sometimes perceived the same part of a drawing as a different feature. For example, consider the two drawings shown in Figure 9.7.

Many subjects in the Creative/Noncreative group believed that creative children were likely to draw detailed pictures. In contrast, many people in the Farm/City group believed that city children would draw people that they were likely to encounter in the city. Accordingly, one person in the Creative/Noncreative group interpreted the circled part of drawing 1 as buttons (evidence for detail), whereas a person in the Farm/City group interpreted the same part as a tie (evidence for a business person). In drawing 2, a person in the Creative/Noncreative group interpreted the circled part as a pocket (again, evidence for detail), whereas a person in the Farm/City group interpreted the same part of the drawing as a purse (evidence of a woman from the city).

Of course, such features were not constructed solely from people's prior expectations. For example, consider again the circled line configuration in drawing
In more natural learning situations, it may be more accurate to view features as hypothetical entities that people believe exist among the category members with varying degrees of certainty. As they experience more members and environmental feedback, they adjust these certainties. Sometimes the certainty of an hypothesized feature becomes very low and the hypothesis is abandoned. A new hypothetical feature may take its place. In fact, Wisniewski and Medin (1991) found that when people incorrectly categorized a drawing, they sometimes abandoned those feature interpretations that supported the incorrect category and reinterpreted features of the drawing in a way that was consistent with the correct category.

We should at least consider the possibility that determining the features of natural categories is a very important aspect of learning about them. Studies of the basic level using artificial stimuli have not addressed this aspect of category learning. There are at least two potential problems with ignoring constructive induction. First, constructive induction may be related in some way to the basic level advantage. Second, because of constructive induction processes, a person’s perceived category structure could be different from the category structure assumed by the experimenter.

C. Features at Different Levels

A number of researchers have suggested that concepts at different levels in a taxonomy have different features; or similar features that differ in importance. (This suggestion also is consistent with the idea that conceptual function may vary with taxonomic level.) Rosch et. al (1976) suggested that the attributes of superordinate and basic concepts are qualitatively different. In particular, basic concepts contain many perceptually salient features whereas superordinate concepts contain more abstract or functional features (e.g., “plays music” for musical instrument). As previously discussed, Tversky and Hemenway (1984) argued that, compared to other concepts, basic concepts tend to represent the parts of objects, and that this difference accounts for the basic level advantage. Murphy and Wisniewski (1989) suggested that superordinate concepts not only contain abstract or functional features, but information about the scenes in which their members are likely to be found. For example, furniture might include a representation of a living room scene, linking the concepts couch, lamp, coffee table, and chair together, and a representation of a bedroom scene, linking the concepts bed, dresser, and mirror together. Furthermore, these basic concepts could be connected by relations. For example, lamp and table could be connected by the relation “sits on” and chair and table by the relation “oriented towards.” On this
account, superordinates are partly defined through their associated basic concepts and the relations between them.

Importantly, most artificial concept studies of the basic level have not varied the kinds of features that describe different levels. One notable exception is the Murphy and Smith (1982) studies. Basic level categories were described by parts and superordinates were described by their functions. However, as previously mentioned, basic categories in those studies could be defined by necessary and sufficient features.

D. Dimensions of Features

Artificial concept studies of the basic level typically have characterized features along the dimensions of commonality and distinctiveness. On the one hand, it seems clear that a model of concept learning should be sensitive to these dimensions. As we have suggested, they play an important role in the classification and prediction functions of concepts.

On the other hand, it seems unlikely that commonality and distinctiveness are the only important dimensions that characterize the features represented in concepts. At least in the case of artifacts, features can be characterized in terms of how relevant they are to the artifact’s function. To take a simple example, consider the features "uses water" and "has a door that opens downward," associated with the concept dishwasher. It seems that "uses water" is much more relevant to the function of a dishwasher than "has a door that opens downward." Intuitively, this feature seems more important to our concept of dishwasher. This is the case even though "has a door that opens downward" is just as common among dishwashers as "uses water," and furthermore, is more distinctive of dishwashers than "uses water." Specifically, artifact concepts might include information about which features are related to the function and how they are related to the function. Among other things, such information would be crucial in understanding how to carry out the function associated with the artifact and in understanding how to repair an artifact that is not functioning properly.

Recent research supports the idea that the relevance of a feature to an artifact’s function affects categorization. A study by Rips (1989) suggests that functional relevance is more important for categorization than other information, such as appearance. He gave subjects descriptions of artifacts that underwent two types of transformations. In one type, the artifact was changed so that its appearance resembled members of another category, while preserving its intended use. In another type, the artifact was changed so that its intended use resembled those of the members of another category, while preserving its appearance. In both cases, subjects tended to classify the artifact into the category whose intended use most resembled that of the artifact. More recently, in a study involving artificial artifact concepts, Wisniewski and Medin (1992) examined the classification of items composed of features that were relevant to the function of one category and features that were irrelevant to the function of another category, but more diagnostic of membership in that category. They found that subjects tended to classify the items into the category containing the functionally relevant features, even though those features were less diagnostic.

Besides functional relevance, features can be viewed at multiple levels of abstraction. For example, consider a drawing of a person that belongs in the category "drawn by a creative child." A low level feature such as a particular configuration of lines might be viewed as a pocket, which might be an example of detail, which in turn, might be an example of creativity. One consequence of this process is that features can be treated equivalently. So, the features shoelaces and pocket are different, but when viewed as examples of detail, they are similar.

As evidence for this claim, Wisniewski and Medin (1992) showed that when different features could be conceptualized as examples of the same, higher-level feature, people rated them as more similar than in a case in which they could not be conceptualized in that manner. For example, people were given two descriptions of objects, one containing the feature "uses a poisonous substance" and the other containing the feature "emits microwaves." In a neutral context, both of these features are very different. When told that both objects were "used for killing bugs," people rated the two features as more similar than when told that both objects were "used for transporting people underwater." Presumably, people inferred that "emits microwaves" and "uses a poisonous substance" were both examples of "methods for killing bugs." They were unable to conceptualize these features as examples of the same higher-level feature associated with "used for transporting people underwater" and thus rated them as dissimilar.

This dimension of features could have important effects on how concepts are learned. To take one simple example, consider complex stimuli such as drawings done by emotionally disturbed children. One indicator of emotional problems is the omission of body parts, such as hands, feet, and so on (Koppitz, 1964). Consider two conceptual clustering models that are shown drawings done by emotionally disturbed children. One model groups drawings based on category utility and uses selective induction. The second model views features at multiple
levels of abstraction. (The second model also has prior knowledge about emotionally disturbed children.) Both models will cluster the drawings in different ways. The first model will group drawings into categories with common, overlapping features and maximize category utility. On the other hand, the second model will group drawings on the basis of whether or not they have missing body parts, even though such features may not overlap. For example, the feature "missing hands" in one drawing does not overlap with "missing feet" in another drawing. However, because the second model views features at multiple levels of abstraction, it will consider the features "missing hands" and "missing feet" equivalent and group these drawings together.

To summarize, it is clear that features have other important dimensions besides commonality and distinctiveness. Research on the basic level using artificial categories, ours included, has almost exclusively focused on these two dimensions. Exactly how other dimensions are related to the basic level is unclear. Nevertheless, we can speculate on some of the possible relations between the basic level and the dimensions described above. For example, with artifact categories, it may not be that the basic level is the one with the greatest number of common and distinctive attributes, per se. Rather, it may be that it is the level with the greatest number of common and distinctive attributes relevant to the category's function. Some evidence for this claim comes from Tversky and Hemenway's (1984) studies. They showed that categories at the basic level had the greatest number of part features, which typically are relevant to a category's function. Another possibility is that the commonality and distinctiveness of features depend crucially on the level of abstraction at which people view features. In the example above, it might be more accurate to view the features two members of the category "drawings of emotionally disturbed children" as having a common feature ("missing body parts") even though at a lower level, they possess different features (e.g., "missing hands" and "missing feet"). On the other hand, it might be more accurate to view the feature "round" as somewhat distinct in the categories basketball and cantaloupe, since at a higher level of abstraction they are different. One can dribble and shoot a basketball and "round" is important in these activities. It would be very difficult to do either activity with a cantaloupe.

VIII. SUMMARY AND CONCLUSIONS

We now return to two issues with which we began this chapter. First, we have been concerned with the extent to which parallels can be drawn between work using natural versus artificial categories in studying the basic level. It is clear from our analysis that most studies using artificial categories have not carefully incorporated structural properties of natural categories. In particular, experimenters have tended to employ artificial categories that possess defining features, which is inconsistent with what is typically assumed about natural categories. In addition, artificial categories have, for the most part, ignored differences in the types of features and in conceptual function across levels of categorical structure.

Do these differences truly matter? We do not know. A potentially fruitful strategy is to be more rigorous in bringing what's known about natural categories into the laboratory with artificial categories. For the moment, anyway, we believe that caution should be exercised in drawing conclusions about hierarchical categorization in general from studies involving artificial categories. What then, can be gained from the work done thus far using artificial categories?

The primary contribution made by studies of the basic level using artificial categories has been to make possible the evaluation of various classification theories with respect to their account of hierarchical categorization. This is the second concern that this chapter was intended to address. The metrics and theories considered here are constrained by simplifying assumptions about the representation of items to be classified, and are thus difficult to evaluate using natural categories, where the representation is less clear than with artificial ones.

Although category utility does an adequate job of predicting difficult ordering in the set of basic level studies using artificial categories discussed here, it assumes that features are independent, and is thus insensitive to any nonindependence among features. This is clearly inconsistent with what is known about human categorization. In addition, category utility fails to predict difficulty ordering between identification and classification learning in all but the simplest case, the one in which categories possess defining features.

Exemplar models, in contrast, do well on capturing categorization within horizontal structure, including cases where categories possess correlated attributes. Exemplar models that compute similarity as a sum across items, like cue validity, predict that the most inclusive level of classification will be the easiest to learn. As exemplar models are extended to learning we may get a better picture of how and whether this generalization needs to be qualified. Average similarity exemplars, models, in contrast, are not sensitive to category size, but the accuracy of their predictions depends on the particular best-fitting value of the similarity parameter. In addition, although an insensitivity to category size frees the average similarity exemplar model from the prediction that the most inclusive level is basic, it also makes it difficult for such a model to predict category size effects.
The adaptive network model, like the exemplar models, is sensitive to violations of feature independence. At least for Lassaline's studies, though, it did not correctly predict difficulty ordering between levels, but instead predicted a General advantage across experiments.

Finally, accounts based on use of logical rules to capture category membership remain too underspecified to be carefully evaluated. In addition, while the notion that humans learn categories by deriving the simplest logical rule by which to classify members has intuitive appeal and some empirical support with artificial stimuli, the derivation of rules governing natural category membership is not as straightforward.

In summary, the classification metrics and theories we have considered here do not fully account for the basic level advantage found with studies using artificially constructed categories. The prospects for an account of hierarchical categorization in natural categories are perhaps even more dim, as it is unclear how to apply these theories to natural categories. Not wishing to be harbingers of grim news, nor end this chapter on a completely pessimistic tone, we nonetheless find ourselves forced to conclude that our work in understanding the basic level is not done, and further, that without understanding a phenomenon so prominent in categorization as the basic level, we have a long way to go.
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