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Miller and Chapman (2001) argued that 1 major class of misuse of analysis of covariance (ANCOVA) or its multiple regression counterpart, analysis of partial variance (APV), arises from attempts to use an ANCOVA/APV to answer a research question that is not meaningful in the 1st place. Unfortunately, there is another misuse of ANCOVAs/APVs that arises frequently in psychopathology studies even when addressing consensually meaningful research questions. This misuse arises from inflated Type I error rates in ANCOVA/APV inferential tests of the unique association of the independent variable with the dependent variable when the covariate and independent variables are correlated and measured with error. Alternatives to conventional ANCOVAs/APVs are discussed, as are steps that can be taken to minimize the impact of this bias on drawing valid inferences when conventional ANCOVAs/APVs are used.
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Analysis of covariance (ANCOVA) or its multiple regression counterpart, analysis of partial variance (APV; Cohen & Cohen, 1983), is commonly used in psychopathology research. The most unambiguous case in which a conventional ANCOVA/APV has served a legitimate and useful purpose is the one for which a conventional ANCOVA was developed in which the dependent variable (DV) is correlated with the covariate (Cov) but the main independent variable (IV) of interest is not. In this case, a conventional ANCOVA/APV reduces error in the DV and thereby increases statistical power for testing the relationship between the IV and the DV. Unfortunately, there are many cases in psychopathology research in which a conventional ANCOVA/APV has been used in a more controversial fashion.

In these more controversial cases, the researcher uses an ANCOVA/APV to test whether a relationship between the IV and the DV is actually due to a confounder variable. Concern about possible misuses of a conventional ANCOVA in these cases has stimulated numerous articles, chapters, and books (e.g., Cochran, 1957; Elashoff, 1969; Fleiss & Tanur, 1973; Huijtema, 1980; Lord, 1960, 1967, 1969; Maxwell, Delaney, & Manheimer, 1985; Porter & Raudenbush, 1987; Reichardt, 1979; Wainer, 1991; Wildt & Ahtola, 1978). Whereas random assignment to conditions often eliminates confounds, thereby obviating the need for these more controversial uses of ANCOVAs/APVs, random assignment to the different levels of a psychopathology variable represented in a given study “is routinely unfeasible and/or unethical” (Miller & Chapman, 2001, p. 40). Thus, the Cov is correlated with the IV in a typical psychopathology study. Psychopathology researchers, therefore, need to have a thorough understanding of the possible misuses of conventional ANCOVAs/APVs and how to avoid or minimize them.

An accessible treatment of some misuses of ANCOVAs/APVs was provided by Miller and Chapman (2001), who articulated the problems that can arise in a conventional ANCOVA when adjusting for the Cov may remove part of the effect of the IV. They assume a simple design having one IV/grouping variable (Grp), one DV, and one Cov, and they frame their discussion using a multiple regression approach. When the Cov is entered into the regression, this removes the variance the Cov shares with the Grp, leaving a residual portion of the Grp (Grp$_{res}$) that is not correlated with the Cov. A problem arises, however, when the variance shared with the Cov is an important facet of the Grp and the Grp$_{res}$ is used to answer the question of whether the groups would differ on the DV if they did not differ on the Cov. As stated by Miller and Chapman, the problem here is that “Grp$_{res}$ is not a good measure of the construct that Grp is intended to measure” (p. 43).

Unfortunately, there is another problem in the use of conventional ANCOVAs/APVs that can arise even when applied to less controversial, consensually meaningful questions. For statistical reasons reviewed later, ANCOVAs/APVs often generate biased...
results. Though discussed by several methodologists, even some of the best designed and most conceptually significant recent psychopathology studies provide little indication that psychopathology researchers are aware of this bias. Indeed, two of us (Amanda A. Uliaszek and Alison R. Lewis) independently coded all 61 articles in three recent issues of this journal (Vol. 116, Iss. 4; Vol. 117, Iss. 4; and Vol. 118, Iss. 1) and agreed that 12 (19.7%) of these articles involved the use of ANCOVAs/APVs that were likely to be vulnerable to this bias ($\kappa = .60$). Of these 12 articles, we agreed that in 10 (83.3%) of them the researchers provided no indication of awareness of this bias ($\kappa = .63$).

In light of the prevalence of ANCOVAs/APVs in psychopathology research without indication that researchers are aware of the bias in ANCOVAs/APVs, this article has three aims. The first is to clarify the nature of the questions a psychopathologist might try to answer with the use of ANCOVAs/APVs—questions that are more consensually meaningful than is the type of question criticized by Miller and Chapman (2001). The second is to raise awareness of the bias in ANCOVAs/APVs when used to address such consensually meaningful questions. The final aim is to describe alternatives to conventional ANCOVAs/APVs and discuss how one can strengthen the validity of inferences when using conventional ANCOVAs/APVs.

**Consensually Meaningful Questions an Investigator Might Be Trying to Address When Using ANCOVAs/APVs for Cases in Which the Groups Differ on the Covariate**

Miller and Chapman (2001) used the example of comparing depressed patients with nonpatient controls with anxiety as a Cov to illustrate their central contention that the questions that some investigators try to address with conventional ANCOVAs/APVs are not meaningful. Anxiety is higher in patients than in controls, and Miller and Chapman noted that if “we believe that the negative affect that depression and anxiety share is central to the concept of depression, then removing negative affect (by removing anxiety) will mean that the group variance that remains has very poor construct validity for depression” (p. 43). They contended that it is simply not meaningful to ask whether depression would relate to another variable if depression did not include a facet widely thought to lie at its core.

Unfortunately, Miller and Chapman (2001) could be read to imply that the only purpose an investigator might have in using anxiety as a Cov and depression as the IV is understanding the effects of “pure depression.” For example, when discussing the possibility of using a self-report anxiety measure as a Cov in an ANCOVA with diagnostic group as the IV and the brain-wave measure known as P300 as the DV, they stated, “The hope in such an analysis would be to control anxiety and thus be able to observe the relationship between pure depression (not confounded with anxiety) and P300.” Because Miller and Chapman did not consider any other possible motivations for this analysis, researchers with other motives for such an analysis might be led to wonder whether their questions are consensually meaningful.

In psychopathology research there are indeed questions other than those in the form criticized by Miller and Chapman (2001) that arise frequently—questions that are consensually meaningful and to which ANCOVAs/APVs are frequently applied. What these questions share in common is that their inferential focus is not on the Grp latent variable (LV) that an important facet has been removed from. Rather, either the Cov is not thought to measure an important facet of the Grp LV in the first place or the inferential focus either is explicitly on the Grp$_{res}$ LV or is not on any LV but rather is on the Grp observed measure.

Miller and Chapman (2001) illustrated the first class of consensually meaningful questions when noting that if the comorbidity between anxiety and depression were thought to arise because of variance due to factors not central to depression, then an ANCOVA might be effective in removing this variance, leaving Grp$_{res}$ interpretable as “pure” depression. For example, imagine that anxiety and depression comorbidity arises solely from depression in some people, triggering anxiety focused on the worry that their depression will never remit or will recur. In this case, the depression experienced by individuals who do not also experience an elevation in their anxiety is a valid representation of depression.

A second consensually meaningful class of questions that a researcher might try to address by ANCOVAs/APVs involves asking whether a specific component of a Grp LV that uniquely relates to the DV above and beyond the Cov exists. Thus, even if one believes that the negative affect that depression and anxiety share is central to the concept of depression, unless one believes that depression and anxiety are the same LV, then one (perhaps implicitly) believes that there is reliable, unique variance in depression and/or anxiety that provides the basis or bases for differentiating them. According to Clark and Watson (1991), for example, the variance in anxiety and depression can be decomposed into (a) negative affect, which is common to anxiety and depression; (b) physiological hyperarousal, which is specific to anxiety; and (c) anhedonia, which is specific to depression. Thus, an investigator, rather than using anxiety as a Cov to observe the relationship between pure depression and P300, might be hoping to observe the relationship between anhedonia and P300. It is important to note that this consensually meaningful question does not take Grp$_{res}$ to be a good observed indicator of the LV that the Grp is intended to measure. Rather, this question explicitly recognizes that the Grp$_{res}$ is just one component of the LV that the Grp is intended to measure. Of course, if the investigator’s hope is to observe the association between anhedonia and P300, a superior design would involve measuring negative affect and anhedonia more directly.

A third class of consensually meaningfully research questions frequently addressed via conventional ANCOVAs/APVs involves differential change in a construct occurring across two time points. For example, there is a great deal of scientific interest in whether some IVs (such as anxiety sensitivity) predict increases in various outcome variables (such as fear) in response to a stressor. Such questions are often tested by measuring the IV and the outcome prior to the stressor and then readministering the outcome measure after the stressor. The conventional analysis of the resulting data would be an ANCOVA/APV in which the outcome measure after the stressor is treated as the DV and the outcome measured before the stressor is treated as the Cov. Here, the question is primarily focused on the residual portion of DV (DV$_{res}$) that is not correlated with Cov (that part of the outcome measure that is independent of its baseline level). When the IV and the prestressor outcome measure serving as the Cov are correlated, however, these analyses will be vulnerable to the bias discussed in the next section.
A final class of consensually meaningful questions that could be addressed via conventional ANCOVAs/APVs includes whether the observed IV measure (e.g., a measure of cognitive vulnerability to depression) has unique effects above and beyond the effects of the observed Cov measure (e.g., a measure of neuroticism). Such a question might be relevant, for example, in deciding whether to include the IV measure in addition to the Cov measure in a battery designed to identify individuals for treatment or a preventive intervention. For this class of questions, the inferential focus is entirely on the observed measures rather than on the LVs that the measures might be purported to be indicators of. (Of course, this class and the second class of questions represent classic applications of hierarchical regression.) As will be discussed in more detail next, ANCOVAs/APVs generate unbiased answers to this class of questions.

Bias in ANCOVAs/APVs Due to Unreliability in the Service of Addressing Consensually Meaningful Questions When the Independent Variable and the Covariate Are Correlated

Given that there are consensually meaningful questions that conventional ANCOVAs/APVs might be used to answer when the IV and the Cov are correlated (or, equivalently, when groups that serve as the levels of a categorical IV differ on the Cov), it becomes important to ask whether conventional ANCOVAs/APVs provide unbiased answers to such research questions. The answer to this question depends on whether (a) the inferential focus is on the observed indicators versus the LVs measured by those indicators, (b) the observed indicators of the LVs contain measurement error, and (c) there are any unmeasured confounders. In particular, when one is drawing inferences about LVs, if the Cov is measured with error and/or there is an unmeasured confounder, then the answer is almost certainly no (e.g., Carroll, Ruppert, Stefanski, & Crainiceanu, 2006; Huitema, 1980; Kahneman, 1965; Kenny, 1979; Lord, 1960; Maxwell & Delaney, 2004; Sörbom, 1979; Vargha, Rudas, Delaney, & Maxwell, 1996). When the IV LV does not have a unique effect above and beyond the effect of a correlated but less than perfectly reliable Cov LV, then the ANCOVA/APV is systematically biased toward underadjusting for the effects of the Cov LV. Because an unmeasured variable is equivalent to a variable that is measured with zero reliability (Judd & Kenny, 1981), the most extreme version of such an underadjustment occurs when a relevant Cov LV is not included in the analysis (e.g., Kenny, 1979). Though Miller and Chapman (2001) addressed the issue of underadjustment due to unreliability in passing (e.g., p. 42), they were concerned primarily with contexts in which a conventional ANCOVA/APV removes too much of the variance in the IV. In contrast, in this article we are concerned primarily with contexts in which an ANCOVA/APV does not remove enough of the variance in the IV (i.e., it does not remove enough of the shared variance with the Cov LV).

Figure 1 shows a structural equation model (SEM) representation of this article’s main running example. Paths $a$, $b$, and $f$ represent the standardized loadings of the Cov observed indicator (i.e., anxiety), the IV observed indicator (i.e., depression), and the DV observed indicator on their respective LVs, and Paths $a'$, $b'$, and $f'$ represent the standardized loadings of alternative, congeneric indicators that could be used to measure the LVs (note that, for model identification, three indicators are needed for any LV that is uncorrelated with the other LVs in a model). Thus, the reliabilities of the three observed indicators are $a^2$, $b^2$, and $f^2$, and their standardized measurement errors are $1 - a^2$, $1 - b^2$, and $1 - f^2$. Assuming that the model in Figure 1 is valid, including that all errors (not shown in Figure 1) are independent, there are two pathways originating at the observed measure of the IV and ending

![Figure 1. Path diagram of a model with latent variables (LVs) corresponding to an independent variable (IV; depression), a covariate (Cov; anxiety), and the dependent variable (DV). Circles represent LVs, and squares represent observed indicators. Paths $a$, $b$, and $f$ represent the standardized loadings on their respective LVs of the Cov, IV, and DV observed indicators used in a conventional analysis of covariance/analysis of partial variance. Paths $a'$, $b'$, and $f'$ represent the standardized loadings on their respective LVs of alternative indicators that could be used to measure the Cov, IV and DV LVs. Paths $c$, $d$, and $e$ represent the structural relations among the LVs. See the text for more details.](image-url)
at the observed measure of the DV LV. The first is the unique pathway that begins with the observed measure of the IV LV and runs through to the observed measure of the DV LV (Path bef in Figure 1). The second is the pathway resulting from the IV LV being correlated with the Cov LV, which is another cause of the DV LV (Path bcdf in Figure 1). The zero-order correlation between the observed measures of the IV and the DV (r_{DV, IV}) is the sum of these two pathways (bef + bcdf or b[ef + cd]). That this estimate of the zero-order correlation between the observed measures of the IV and the DV is negatively biased is well known and widely appreciated; the unreliability in the observed indicators attenuate the zero-order correlation that exists between the IV and the DV LVs (e + cd). However, unreliability in a Cov measure leads to a different bias that appears to be well known by methodologists but not widely appreciated by psychopathology researchers. When ANCOVAs/APVs are used to estimate the unique association of the IV and DV LVs in cases where there is in fact no unique association, then unreliability in a Cov measure leads to a positive bias and inflated Type I error rates (e.g., Bollen, 1989; Kahneman, 1965).

The separate components of the IV–DV relationship reflecting the two pathways—(a) the IV LV being correlated with the Cov LV, which is another cause of the DV LV (Path cd in Figure 1), and (b) the unique association of the IV and DV LVs (Path e in Figure 1)—cannot be estimated without at least one observed measure of the Cov LV. Conventional ANCOVAs/APVs use a single measure of the Cov LV and a single measure of the IV and the DV LVs to do this. The ANCOVA/APV estimate of the unique association of the IV LV with the DV LV (Path e in Figure 1) expressed in terms of a standardized partial regression coefficient is

$$
\beta_{DV, IV, Cov} = \frac{r_{DV, IV} - r_{DV, Cov}r_{Cov, IV}}{1 - r_{Cov, IV}}.
$$

In terms of the SEM representation depicted in Figure 1, it is

$$
\beta_{DV, IV, Cov} = \frac{(bef + bcdf) - (adf + acef)(acbf)}{1 - (acbf)^2} = b \left[ e \left( \frac{1 - a^2}{1 - (acbf)^2} \right) + cd \left( \frac{1 - a^2}{1 - (acbf)^2} \right) \right].
$$

(1)

Equation 1 is either identical to (e.g., Bollen, 1989) or a more general expression of (e.g., Kenny, 1979) equations presented previously and shows that the conventional ANCOVA/APV estimate of the unique association of the IV is quite complicated and subject to multiple biasing influences. The multiple biasing influences may result in underestimation or overestimation of the unique association of the IV or, infrequently, may even completely offset each other to yield an unbiased estimate (Reichardt, 1979).

Fortunately, Equation 1 simplifies considerably in the special case corresponding to the use of ANCOVAs/APVs common in psychopathology research and of primary concern here. This use consists of testing the hypothesis that r_{DV, IV} is an artifact of an association between the IV LV and the Cov LV, with only the Cov LV having a unique association with the DV LV. That is, this use tests the null hypothesis that the IV LV has no unique association with the DV LV after accounting for the Cov LV (H_0: e = 0). In this case (when e = 0), Equation 1 simplifies to

$$
\beta_{DV, IV, Cov} = b f c d \left( \frac{1 - a^2}{1 - (acbf)^2} \right).
$$

(2)

Note that the hypothesis that r_{DV, IV} is an artifact of an association between the IV and Cov LVs would be entertained only when the product of c and d has the same sign as r_{DV, IV} (e.g., if depression correlates positively with the DV and with anxiety, but anxiety correlates negatively with the DV, then anxiety cannot possibly account for the positive correlation between depression and the DV). Assuming that cd is positive, Equation 2 shows that when e = 0, \beta_{DV, IV, Cov} ≥ 0, with equality holding only when a = 1, or b, f, c, or d = 0 (and if cd is negative, then \beta_{DV, IV, Cov} ≤ 0, with equality again holding only when a = 1, or b, f, c, or d = 0). With a few notable exceptions (e.g., when the Cov is sex or age), it is unrealistic in a typical psychopathology study to expect the Cov to be perfectly reliable (a = 1) or either the IV (b = 0) or the DV (f = 0) to be perfectly unreliable. Moreover, one needs to test whether the zero-order correlation between the IV and DV is an artifact of an association between the IV and Cov LVs only when the IV and the Cov are correlated; e will therefore not equal 0 when an ANCOVA/APV is used in this manner in psychopathology research. Thus, ANCOVA/APV estimates of e and inferential tests of H_0: e = 0 in this case will typically be associated with positively biased Type I error rates, with the Type I error rate bias being an increasing function of (a) the correlation between the Cov LV and the IV LV (c), (b) the unique association between the Cov LV and the DV LV (d), (c) the unreliability of the Cov measure (1 - a²), (d) the reliability of the IV and DV measures (b and f), and (e) the sample size.

Examples illustrating the size of the underadjustment bias and associated Type I error rates given different values of the parameters governing this bias are given in Table 1. The effect size of the bias is small to very small (f_{effect} ≈ .02, Cohen’s d ≈ .20) in most of the examples. Even with small effect sizes, however, the inflation in Type I error rates are large enough to be of concern in all but one example. This is especially true for the larger sample sizes. Consider Example 2 in Table 1, with reliabilities of .81 for the Cov (a² = .902²) measure and .90 for the IV and DV measures (b² = .9² = .949²), a correlation of .450 between the IV and Cov measures (abc = .949 × .949 × .500), and a unique association of .500 between the Cov and the DV LVs. In this case, the small bias inherent in \beta_{DV, IV, Cov} as an estimate of e causes Type I error rates to be more than double the nominal rate of .05 with a sample size of 200 and more than triple the nominal level with a sample size of 400. Or consider Example 3 in Table 1, in which the Cov measure has a reliability of .64 (i.e., a² = .80²), but otherwise the data are identical to the data in Example 2. Here, with a sample size of 400, there is almost a 50% chance that an ANCOVA/APV will lead to the conclusion that there is a unique association between the IV and the DV LVs when there is in fact no such unique association.

Applied contexts in which inferences are focused on the observed measures, such as personnel selection or selection into an intervention program, may be conceptualized as cases in which the IV, Cov, and DV measures are perfectly reliable (a = b = f = 1). Thus, in such contexts, when e = 0, Equation 2 reduces to \beta_{DV, IV, Cov} = 0 (and
Table 1
Examples of Underadjustment Bias and Actual Type I Error Rates When the Unique Association of the Independent Variable (IV) Is Zero

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parameter values</th>
<th>Error rate</th>
<th>Parameter values</th>
<th>Error rate</th>
<th>Parameter values</th>
<th>Error rate</th>
<th>Parameter values</th>
<th>Error rate</th>
<th>Parameter values</th>
<th>Error rate</th>
<th>Parameter values</th>
<th>Error rate</th>
<th>Parameter values</th>
<th>Error rate</th>
<th>Parameter values</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>.900</td>
<td>.900</td>
<td>.800</td>
<td>.800</td>
<td>.938</td>
<td>.938</td>
<td>.100</td>
<td>.100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>.600</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
</tr>
<tr>
<td>d</td>
<td>.600</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
</tr>
<tr>
<td>g</td>
<td>.600</td>
<td>.500</td>
<td>.500</td>
<td>.500</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
<td>.300</td>
</tr>
</tbody>
</table>

Note. Cohen’s d values assume the IV to be dichotomous with samples of the same size. a = the standardized loading of the covariate (Cov) measure on its latent variable (LV); b = the standardized loading of the IV measure on its LV; c = the correlation between the Cov and IV LVs; d = the standardized unique association of the latent Cov with the latent DV; f = the standardized loading of the dependent variable (DV) measure on its LV; g = the correlation between the Cov and omitted variable (OV) LVs; h = the standardized unique association of the latent OV with the latent DV; $r_{DV, IV}$ = zero-order correlation between the IV and DV measures; $sr$ = semipartial correlation between the IV and the DV measures, with the Cov measure partialed; Effect size $= f_{effect} = sr^2 / (1 - R^2_{DV, IV, Cov})$. 

ANCOVA, UNRELIABILITY, AND BIAS
even when \( e \neq 0 \), Equation 1 shows that \( \beta_{DV, IV, Cov} = e \). That is, the ANCOVA/APV is unbiased when inferences are focused on the observed measures (Huitema, 1980).

This discussion reiterates a message that has been all too often ignored by psychopathology researchers. ANCOVAs/APVs fully adjust for the Cov measure and thus are unbiased when inferences are focused on the observed measures. However, when there is an association between the IV and the Cov LVs and inferences are focused on the associations among the LVs, there will usually be an underadjustment for the Cov LV and a positive bias in the Type I error rate of the ANCOVA/APV test of \( H_0 : e = 0 \).

**Omitted Covariate Bias as an Extreme Form of Underadjustment Due to Unreliability**

Omitted variable bias (OVB) is well known among methodologists (e.g., Kenny, 1979). Figure 2 shows a problematic omitted variable (OV) added to the simple model considered above. A problematic OV is one that correlates with the IV and is a cause of the DV (e.g., Judd & Kenny, 1981). In the running depression and anxiety example, a possible example of a problematic OV is life stress.

The higher the correlation between the OV and the Cov, the more the Cov measure also adjusts for the OV. Thus, no correlation between the Cov and the OV results in the most problematic case. For simplicity, therefore, Figure 2 depicts an OV that is uncorrelated with the Cov LV. Thus, Figure 2 contains two new paths (as the OV is, by definition, omitted, there are no observed indicators of it): the correlation between the IV and the OV LVs (\( g \)) and the unique association between the OV and the DV LVs (\( h \)). Example 6 in Table 1 added an OV to the model underlying Example 5. Whereas Example 5 involved a trivial underadjustment bias, the bias is considerable in Example 6. An OVB may be seen as equivalent to the case in which a confounding Cov LV exists but is measured with a reliability of zero (for a closely related discussion, see Judd & Kenny, 1981, p. 192). That an OVB can be conceptualized as an extreme form of the underadjustment bias due to unreliability is illustrated in Example 7, in which the Cov LV has identical correlations with the IV and the DV LVs, as does the OV in Example 6. With the reliability of the Example 7 Cov indicator equaling only .01 (\( a^2 = .01^2 \)), the bias is almost as great as in Example 6.

**Potential Alternatives to Conventional ANCOVAs/APVs**

As randomized studies generally support stronger causal inferences than do nonrandomized studies (e.g., Bollen, 1989; Shadish, Cook, & Campbell, 2002), analog studies with randomized designs can make important contributions to the study of psychopathology. However, analog studies can never entirely supplant studies of participants with clinical diagnoses or symptoms, given their lim-
iterations in terms of external validity (Sher & Trull, 1996). Therefore, it is important to consider how nonrandomized psychopathology studies can minimize underadjustment bias due to unreliability.

**Structural Equation Model Analysis or Aggregated Measures Analysis**

Though researchers will never be able to entirely eliminate the effects of measurement error in their analyses, they can minimize its impact via the judicious incorporation of multiple observed indicators of their IV, DV, and (especially) Cov LVs. The resulting data could then be analyzed in one of two ways. The first option would be to attempt to explicitly model measurement error with SEM analyses (e.g., Huitema, 1980; Maxwell & Delaney, 2004; for an excellent example, see Aiken, Stein, & Bentler, 1994). The second option would be to aggregate the multiple measures of each construct into composites and use an ANCOVA/APV. The latter option might be called an aggregated measures ANCOVA/APV to distinguish it from a conventional ANCOVA/APV, in which there is a single measure of each LV. The potential advantage of this approach is that if the multiple measures are properly selected, then error variance would tend to be smaller in a composite measure of the Cov compared with a single indicator measure of the Cov LV (e.g., Cronbach, 1951). In terms of comparing SEM versus an aggregated measures ANCOVA/APV, SEM would require larger samples but, when sample size is adequate, would have the advantage of allowing a formal assessment of the goodness of fit of one’s measurement model.

Of course, incorporating multiple measures of the LVs will not automatically ameliorate bias (e.g., DeShon, 1998). Imagine that the multiple indicators of the IV LV share method variance and this shared method variance is also associated with the DV measure(s). In this case, the shared method variance would constitute an OV. Though random error in the measurement of the Cov LV will be reduced, the OVB will certainly not be reduced and may even be exacerbated (given that the OV likely accounts for a larger proportion of the variance common to the set of IV indicators than in any single member of that set).

Theory should play a central role in guiding the selection of measures whenever possible (Little, Lindenberger, & Nesselroade, 1999). Indeed, blind reliance on selecting those measures that are most highly correlated can increase bias under some conditions. For example, in a choice between (a) two self-report measures of depression and (b) one self-report and one other report measure, it is likely that the highest correlation will be the one between the two self-report measures. Thus, reliability would be maximized by using the two self-report measures. However, use of the two self-report measures would also be more likely to create what Cattell (1978) and Little et al. (1999) would call a bloated specific factor and possibly exacerbate the OVB due to shared method variance. That is, if the shared method variance is also shared with the DV measure, then that method variance would constitute an OV. Selecting one self-report measure and one other-report measure is likely to produce a smaller increase in the reliability of measurement of depression but might reduce the potential for an OVB due to shared method variance. Little et al. (1999) provided a discussion of four key dimensions of indicator selection that many psychopathology researchers should find helpful. Of course, when measures are clustered (e.g., several measures of each of several methods are included), it is also important to follow DeShon’s (1998) recommendation to take this clustering into account (DeShon’s recommendation could also be generalized to an aggregated measures ANCOVA/APV; the researcher would form, instead of a single Cov composite, several Cov composites, with one per method/cluster).

**Gain Score Analysis**

When a longitudinal design includes two time points and the research question concerns differential change over that interval, the conventional analysis is an ANCOVA/APV analysis of “regressed change” (Cohen & Cohen, 1983, p. 571). That is, the Time 2 measure of the outcome variable is entered as the DV, and the Time 1 measure of the outcome variable is entered as the Cov to “control” for the association between the IV and the Time 1 outcome measure (or for group differences at Time 1). When the Time 1 outcome LV is correlated with the IV LV, these analyses will generate biased estimates of $e$ when this path in fact equals 0 with a corresponding inflation in the Type I error rate of the test of $H_0: e = 0$.

Although gain scores have been much criticized, some methodologists have refuted these criticisms and/or articulated the advantages of gain scores (e.g., Allison, 2005; Rogosa, 1995; Rogosa, Brandt, & Zimowski, 1982; Willett, 1988; Williams & Zimmerman, 1996). Maxwell and Delaney (2004) concluded that an ANCOVA is often preferable to an analysis of gain scores for randomized designs; they also concluded (p. 448) that “in intact group studies, then the ANOVA of gain scores is to be preferred.” Thus, ANCOVAs/APVs will often be preferable in randomized psychotherapy studies. However, gain scores should be seriously considered in longitudinal, two-wave studies of psychopathology, as subtracting the Time 1 outcome measure from the Time 2 outcome measure rather than using the Time 1 outcome measure as a Cov produces an unbiased estimate of true change (Willett, 1988). Of course, gain scores are interpretable only when the measures of the outcome variable demonstrate factorial temporal invariance (e.g., Horn & McArdle, 1992). Raw gain score analysis further assumes that the variance of the outcome measure also demonstrates temporal invariance, and when this assumption is violated, standardized gain score analysis should be used (e.g., Judd & Kenny, 1981).

Among those who argue that gain scores are more appropriate than an analysis of “residualized change” for designs with two measurement waves, many recognize that such designs are limited in the first place (e.g., Rogosa, 1995; Willett, 1988). When possible, three or more waves of data should be collected when studying change, and autoregressive structural equation models, hierarchical linear modeling, conventional growth curve analysis, latent growth curve analysis, or survival analysis should be used (e.g., Bollen & Curran, 2004; Hertzog & Nesselroade, 2003; Singer & Willett, 2003).

**Propensity Score Analysis**

Propensity score analysis (PSA) was developed by Rosenbaum and Rubin (1983) for analyzing data from quasi-experimental research with many confounder Cov LVs so as to “control for
naturally occurring systematic differences in background characteristics between the treatment group and the control group” (Rubin, 1997, p. 757). There are two steps to PSA. First, all available Covs are used to predict group membership in a logistic regression. Plugging a participant’s values on the Covs into the logistic regression equation yields their expected probability of being in the treatment (psychopathology) group rather than in the control group. This expected probability is the person’s propensity score. In the second step, participants across the two groups are then matched or stratified on the basis of their propensity scores. The propensity score could also be used as a Cov in an ANCOVA. Though a PSA may have some advantages over a conventional ANCOVA (e.g., Rubin, 1997; Shadish et al., 2002), reliability has been a largely neglected topic in the PSA literature (Glynn, Schneevoss, & Sturmer, 2006). When the multiple Covs involved in a PSA are correlated, it seems likely that a PSA will minimize bias due to unreliability (analogous to an aggregated measures ANCOVA). However, the logic of a PSA does not call for the Covs to be correlated. Thus, it is not clear whether a PSA is less vulnerable than a conventional ANCOVA/APV in general to underadjustment bias due to unreliability.

Minimizing the Impact of Bias Due to Unreliability on Drawing Valid Inferences When Using a Conventional ANCOVA/APV and the Independent Variable Correlates With the Covariate

When it is impractical to include multiple measures of the LVs under study, there is often little choice but to conduct a conventional ANCOVA/APV. At least eight recommendations can be offered to minimize the impact of bias due to unreliability on the validity of the inferences drawn from such results.

The first recommendation is that one could estimate each of the parameters in Equation 2 to evaluate by how much one’s estimate of the unique association between the IV and the DV LVs and Type I error rate are inflated, given the sample size and parameter estimates. That is, one could compute, on the basis of the estimated value of the regression coefficient and assuming normal distributions, an effect size estimate and (using power tables or calculators) estimate the probability of rejecting the null hypothesis given that effect size and the sample size in a given study. In the case of nonnormal distributions, one could conduct a Monte Carlo study to estimate the Type I error rate. One could then use this information to adjust the nominal Type I error rate of the test of $H_0: e = 0$ such that the actual Type I error rate equaled the desired level. For instance, in Example 2 in Table 1, if the nominal Type I error rate in a study with a sample size of 400 were set to .00719, then the actual Type I error rate would be .05 (rather than the actual Type I error rate of .181 if one used a nominal Type I error rate of .05). Of course, the extent to which this approach would succeed depends on the accuracy of the estimates of the parameters in Equation 2. It is likely that the reliability of the IV, Cov and DV measures can be readily estimated in one’s sample (and, when that is not the case, may be available from other studies), and one could then use these reliability estimates to estimate the correlation between the IV and the Cov LVs. However, empirical estimates of the unique association between the Cov and the DV LVs may not be readily available. Relatedly, one could use the reliability estimates of the IV, Cov, and DV measures to fix their measurement errors in an SEM model with single indicators and simultaneously estimate each of the parameters in the model including the unique association between the Cov and the DV LVs (e.g., Hayduk, 1987; McDonald, Behson, & Seifert, 2005; also see the somewhat related approach of simulated extrapolation in Carroll et al., 2006).

A drawback to the use of the reliability estimates in either Equation 2 or in a single-indicator SEM is that these approaches are likely to be sensitive to the reliability estimates, and these estimates are known to underestimate reliability in some conditions and overestimate reliability in others (e.g., Zinbarg, Revelle, Yovel, & Li, 2005). It is also well known that reliability estimates are sample-specific. Therefore, reliability estimates obtained from other studies may also fail to accurately represent the reliabilities of the measures in the sample in hand. If the IV, Cov, and DV measures are composite scores derived from multiple items, then these issues could be addressed by conducting item-level SEMs with careful measurement modeling. As item-level SEMs can be problematic when items have few response options and nonlinear relationships with their factors (e.g., Bernstein & Teng, 1989; Little, Cunningham, Shahar, & Widaman, 2002; Waller, Tellegen, McDonald, & Lykken, 1996), such analyses will often benefit from using SEM approaches for categorical data (e.g., Muthén, 1984; also see Bauer & Curran, 2004) or from grouping items into parcels (e.g., Little et al., 2002). Given our earlier discussion of indicator selection in SEM and that the most commonly used reliability estimates are often inflated by correlated residual variance (e.g., Judd & Kenny, 1981), one limitation that is common when using reliability estimates in Equation 2, single-indicator SEM, item-level SEM, and parcel-level SEM is that each of these approaches will typically be vulnerable to bias arising from correlated residuals. Thus, a thoughtful design involving multiple indicators carefully chosen to be heterogeneous with respect to residual variance should often lead to greater bias reduction than will the choice of a data-analytic approach.

A second recommendation is to conduct a sensitivity analysis to assess the extent to which biases of various sizes would change the results of the study when empirical estimates of the unique association between the Cov and the DV LVs are not available (e.g., Marcus, 1997; Rosenbaum, 2002; Rosenbaum & Rubin, 1983). That is, one can determine by how much the nominal Type I error rate would need to be adjusted to achieve an actual Type I error rate of .05 for each of a plausible range of values of the unique association between the Cov and the DV LVs (and/or for each of a plausible range of values of the reliabilities as suggested by Judd & Kenny, 1981, p. 114). The observed result might remain significant at the adjusted levels for all but the most extreme estimates of the unique association between the Cov and the DV LVs. This would indicate that a conclusion that the IV has a unique association with the DV would not be biased by underadjustment for the Cov unless the unique association between the Cov and the DV LVs is very large. Alternatively, the observed result might remain significant only at the adjusted levels associated with small estimates of the unique association between the Cov and the DV LVs. This pattern would indicate that a conclusion that the IV is uniquely related to the DV would be warranted at conventional Type I error rates only if the unique association between the Cov and the DV LVs is small.

The pattern of adjusted significance levels and the size of the unique association between the Cov and the DV LVs required to produce them will vary over studies. This is illustrated in Tables 2 and 3, which provide examples of sensitivity analyses of the results
from two hypothetical studies. In both studies, the reliabilities of the IV and DV measures equal .90 and the correlation between the IV and Cov LVs equals .50 (thus, the observed correlation between the IV and Cov measures equals .45). In the hypothetical study presented in Table 2, the reliability of the Cov measure equals .88, whereas it equals .72 in the hypothetical study presented in Table 3. In addition, the sample size in the hypothetical study presented in Table 2 is 140, whereas it is 300 in the one presented in Table 3. Clearly the study presented in Table 3 is much more sensitive to underadjustment bias than the one presented in Table 2.

These examples can be made even more concrete by imagining that the test of the regression coefficient of the unique association between the IV and the DV using a nominal Type I error rate is associated with a p value of .020 in both studies. From the results in Table 2, it can be inferred that the test of the unique association between the IV and the DV in that study would remain significant unless the unique association between the Cov and the DV LVs is larger than .700. This does not entirely rule out the presence of underadjustment bias in this study as an explanation for the significant result obtained at the unadjusted Type I error rate of .05. In contrast, from the results in Table 3 it can be inferred that the test of the unique association between the IV and the DV in the study presented in that table would remain significant only if the unique association between the Cov and the DV LVs were smaller than .300. Unless one could compellingly argue that it is plausible to assume that the unique association between the Cov and the DV LVs is smaller than .300, underadjustment bias would remain a plausible alternative explanation for the result that was significant at the unadjusted Type I error rate of .05.

A third recommendation, which is specific to ANCOVAs, is to always closely examine the group means and standard deviations (SDs) on the Cov and the DV. In the classic example presented by Lord (1967) in which the ANCOVA indicates a sex difference in residualized posttest weight when the sexes did not differ in average weight gain from pretest to posttest, an examination of the group means and SDs would have made clear to the analyst who chose to analyze the data via an ANCOVA that the sex difference in weight was no greater at posttest than at pretest and that the mean weight at posttest was the same as the mean weight at pretest for both sexes. It would therefore have been clear that there could not have been a sex difference in average weight change over time. Thus, close examination of the group means and SDs would have suggested that the ANCOVA result was misleading.

Table 2
Hypothetical Results of a Sensitivity Analysis of a Study in Which $a = .938$, $b = .949$, $c = .500$, and Sample Size Is 140

<table>
<thead>
<tr>
<th>Variable</th>
<th>.100</th>
<th>.200</th>
<th>.300</th>
<th>.400</th>
<th>.500</th>
<th>.600</th>
<th>.700</th>
<th>.800</th>
<th>.900</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_{DV, IV Cov}$</td>
<td>.007</td>
<td>.013</td>
<td>.020</td>
<td>.027</td>
<td>.034</td>
<td>.040</td>
<td>.047</td>
<td>.054</td>
<td>.061</td>
</tr>
<tr>
<td>$sr$</td>
<td>.006</td>
<td>.012</td>
<td>.018</td>
<td>.024</td>
<td>.030</td>
<td>.036</td>
<td>.042</td>
<td>.048</td>
<td>.054</td>
</tr>
<tr>
<td>Effect size</td>
<td>.00004</td>
<td>.00002</td>
<td>.00004</td>
<td>.00007</td>
<td>.0011</td>
<td>.0018</td>
<td>.0029</td>
<td>.0047</td>
<td>.0083</td>
</tr>
<tr>
<td>Cohen’s $d$</td>
<td>0.012</td>
<td>0.025</td>
<td>0.038</td>
<td>0.052</td>
<td>0.067</td>
<td>0.086</td>
<td>0.108</td>
<td>0.138</td>
<td>0.182</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.051</td>
<td>0.052</td>
<td>0.056</td>
<td>0.061</td>
<td>0.068</td>
<td>0.079</td>
<td>0.097</td>
<td>0.128</td>
<td>0.188</td>
</tr>
<tr>
<td>$\alpha’$</td>
<td>0.049</td>
<td>0.048</td>
<td>0.045</td>
<td>0.041</td>
<td>0.035</td>
<td>0.029</td>
<td>0.022</td>
<td>0.014</td>
<td>0.007</td>
</tr>
</tbody>
</table>

Note. The unique association of the independent variable (IV) is zero. Cohen’s $d$ values assume the IV to be dichotomous with samples of the same size. $a$ = the standardized loading of the covariate (Cov) measure on its latent variable (LV); $b$ = the standardized loading of the IV measure on its LV; $c$ = the correlation between the Cov and IV LVs; $d$ = the standardized unique association of the latent Cov with the latent DV; Effect size = $f^2_{effect}$; sr = semipartial correlation between the IV and the Cov; $\alpha$ = actual Type I error rate with a nominal level of .05; $\alpha’$ = nominal Type I error rate corrected such that the actual Type I error rate will equal .05.

Table 3
Hypothetical Results of a Sensitivity Analysis of a Study in Which $a = .850$, $b = .949$, $c = .500$, and Sample Size Is 300

<table>
<thead>
<tr>
<th>Variable</th>
<th>.100</th>
<th>.200</th>
<th>.300</th>
<th>.400</th>
<th>.500</th>
<th>.600</th>
<th>.700</th>
<th>.800</th>
<th>.900</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_{DV, IV Cov}$</td>
<td>.015</td>
<td>.030</td>
<td>.045</td>
<td>.060</td>
<td>.075</td>
<td>.089</td>
<td>.104</td>
<td>.119</td>
<td>.134</td>
</tr>
<tr>
<td>$sr$</td>
<td>.014</td>
<td>.027</td>
<td>.041</td>
<td>.055</td>
<td>.068</td>
<td>.082</td>
<td>.096</td>
<td>.109</td>
<td>.123</td>
</tr>
<tr>
<td>Effect size</td>
<td>.0002</td>
<td>.0008</td>
<td>.0018</td>
<td>.0034</td>
<td>.0057</td>
<td>.0090</td>
<td>.0138</td>
<td>.0212</td>
<td>.0334</td>
</tr>
<tr>
<td>Cohen’s $d$</td>
<td>0.028</td>
<td>0.056</td>
<td>0.085</td>
<td>0.117</td>
<td>0.151</td>
<td>0.190</td>
<td>0.235</td>
<td>0.291</td>
<td>0.365</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.051</td>
<td>0.077</td>
<td>0.114</td>
<td>0.171</td>
<td>0.256</td>
<td>0.373</td>
<td>0.527</td>
<td>0.709</td>
<td>0.884</td>
</tr>
<tr>
<td>$\alpha’$</td>
<td>0.049</td>
<td>0.050</td>
<td>0.017</td>
<td>0.008</td>
<td>0.003</td>
<td>0.001</td>
<td>0.0003</td>
<td>0.00004</td>
<td>0.000002</td>
</tr>
</tbody>
</table>

Note. The unique association of the independent variable (IV) is zero. Cohen’s $d$ values assume the IV to be dichotomous with samples of the same size. $a$ = the standardized loading of the covariate (Cov) measure on its latent variable (LV); $b$ = the standardized loading of the dependent variable (DV) measure on its LV; $c$ = the correlation between the Cov and IV LVs; $d$ = the standardized unique association of the latent Cov with the latent DV; Effect size = $f^2_{effect}$; sr = semipartial correlation between the IV and the Cov; $\alpha$ = actual Type I error rate with a nominal level of .05; $\alpha’$ = nominal Type I error rate corrected such that the actual Type I error rate will equal .05.
The fourth recommendation is to use great care when selecting observed indicators of LVs (Little et al., 1999). This point underscores the importance of careful psychometric assessment of the measures. Errors in the IV and DV measures will attenuate the estimate of the zero-order relation between their LVs. Such attenuation obviously reduces statistical power, which is typically rather poor in most psychological research (Cohen, 1962; Rossi, 1990; Sedlmeier & Gigerenzer, 1989). Even when there is sufficient power to detect a zero-order association between the IV and the DV, however, an error in the Cov measure will positively bias tests of $H_0: \theta = 0$. Thus, when conventional ANCOVAs/APVs are used to test $H_0: \theta = 0$, it is especially important to select a highly reliable Cov measure that does not share method variance with the DV (see Example 5 in Table 1).

A fifth recommendation is to not dichotomize a continuous Cov. Dichotomization produces underadjustment bias (Vargha et al., 1996), a result consistent with the effects of unreliability focused on here because dichotomization is a source of measurement error.

A sixth recommendation concerns a design feature to strengthen the validity of inferences based on a conventional ANCOVA/APV, the nonequivalent dependent variable (Shadish et al., 2002). A great deal of inferential leverage can be gained by incorporating a second DV (DV$_2$) in a study that is expected to show a unique association with Cov but not with the IV, as depicted in Figure 3. If the expected pattern of results is obtained in which the IV shows a reliable unique association with the first DV (DV$_1$) but not the DV$_2$ and the zero-order correlation of the Cov with the two DVs are comparable in magnitude, then one can be more confident that the unique association of the IV with the DV$_j$ is not merely the result of underadjustment due to unreliability of the Cov. That is, the Cov is reliable enough in this population to account for a relationship for which one would expect the estimate of the unique association to be at least as biased as one would expect the estimate of the unique association of the IV and the DV$_j$ to be. Thus, it could be concluded—with more confidence than would be the case in a study that did not include the DV$_2$—that the IV does have a unique association with the DV$_j$ above and beyond the effects of the Cov.

In order for this inference to be made, it is crucial that the zero-order correlation between the Cov and the DV$_j$ is at least as great as that between the Cov and the DV$_1$, so that the estimated unique association between the IV LV and the DV$_2$ LV is equivalently or more vulnerable to underadjustment bias than is that between the IV LV and the DV$_1$ LV. That is, on the assumption that there is no unique association between the IV LV and the DV$_2$ LV, the bias in the estimate of this association would equal

$$b h c g \left( \frac{1 - a^2}{1 - (a c b)^2} \right).$$

Dividing this quantity by Equation 2 to compare the size of the bias in the two estimates, assuming that both unique associations are included.
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Figure 3. Path diagram of a model with latent variables (LVs) corresponding to an independent variable (IV; depression), a covariate (Cov; anxiety), as well as a first dependent variable hypothesized to have a unique association with the IV (DV$_1$) and a second dependent variable hypothesized to have a unique association with the Cov only (DV$_2$). Circles represent LVs, and squares represent observed indicators. Paths $a$, $b$, $f$, and $h$ represent the standardized loadings between each of the observed indicators used in a conventional ANCOVA/APV with a nonequivalent dependent variable and its LV. Paths $a'$, $b'$, $f'$, and $h'$ represent the standardized loadings on their respective LVs of alternative indicators that could be used to measure the Cov, IV, DV$_1$, and DV$_2$ LVs. Paths $c$, $d$, $e$, and $g$ represent the structural relations among the LVs. See the text for more details.
equal zero, yields \( h_{gf/d} \). Further, if the \( DV_2 \) correlates at least as highly with the Cov as does the \( DV_1 \), then \( h_g \geq f_d \). That is, if the \( DV_2 \) correlates at least as highly with the Cov as does the \( DV_1 \), then the estimate of the \( DV_2 \)'s unique association with the IV would be associated with an even more positively biased Type I error rate. Thus, the lack of significant unique association with the \( DV_2 \) cannot be attributed to the test of this association having a smaller inflation in its Type I error rate. Of course, the conclusion would be strengthened further by showing that the IV’s unique association is significantly stronger with the \( DV_1 \) than with the \( DV_2 \) such that the conclusion is not dependent on accepting a null hypothesis. That is, it would then have been demonstrated that the unique association of the IV with the \( DV_1 \) is significantly larger than an association with at least as much underadjustment bias, allowing one to rule out the possibility that underadjustment bias entirely accounts for the unique association of the IV with the \( DV_1 \). A strength of the \( DV_2 \) approach is that it can be used when \( a, b, \) and \( f \) cannot be estimated with confidence (such as when using single-item measures).

A seventh recommendation stems from the recognition that though the ANCOVA/APV estimate will be positively biased, the ANCOVA/APV estimate will be less biased than the zero-order correlation as an estimate of the unique association of the IV LV with the Cov LV when in fact no such unique association exists. In the case in which there is no unique association of the IV with the DV (\( e = 0 \)), the zero-order correlation equals \( b_{fc/d} \), and Equation 2 shows that in this case \( b_{fc/d} \geq \beta_{DV_1,IV,Cov} \), with equality holding only in the unrealistic case in which the Cov is entirely unreliable (\( a = 0 \)). Thus, we recommend that psychopathology researchers remind reviewers and readers that even though it doesn’t eliminate bias, an ANCOVA/APV does reduce bias when one’s question is whether the IV–DV association could be entirely due to a potential confounder.

This point can be illustrated by considering Example 3 in Table 1, in which the ANCOVA/APV estimate of the unique association of the IV with the DV is positively biased with a Type I error rate of nearly 50% when the sample size equals 400. The zero-order correlation between the IV and DV measures (.225) in this example would be more than twice as positively biased (Cohen’s \( d = 0.46 \)) with a Type I error rate of 100% when the sample size equals 400 if it were taken as an estimate of the unique association of the IV LV with the Cov. That is, the ANCOVA/APV estimate in this case does lead to substantial bias reduction and could be useful. To increase the usefulness of ANCOVAs/APVs in such cases, however, we recommend focusing less on the signficance of the ANCOVA/APV estimate and more on the fact that inclusion of the Cov did result in a substantial reduction in the effect size estimate. It might be useful, along these lines, to test the significance of the Cov in accounting for at least a portion of the association between the IV and the DV with techniques developed for the testing of mediation, such as those developed by Mackinnon and colleagues (e.g., Mackinnon, Lockwood, Hoffman, West, & Sheets, 2002), Preacher and Hayes (2004), or Shrout and Bolger (2002). When an ANCOVA/APV results in a substantial reduction in effect size, with the Cov accounting for a significant portion of the association between the IV and DV measures, and sensitivity analyses suggest that underadjustment bias remains a plausible explanation for the significant ANCOVA/APV result, we recommend that researchers acknowledge that the results might be taken as evidence that the zero-order correlation between the IV and DV measures is spurious and due to the confound of the IV with the Cov.

A final recommendation is to refrain from using the language of control—such as claiming an effect of the IV after “controlling for” the Cov—when discussing ANCOVA/APV results (Miller & Chapman, 2001). Phrases such as “after partialing” the Cov measure or “after covarying” it have less potential to foster overconfidence in ANCOVA/APV results.

### Minimizing the Impact of an Omitted Variable Bias on Drawing Valid Inferences

In practice, OVs may often be unavoidable, because not all of the relevant variables in many areas are known and the inclusion of some, but not all, relevant variables does not necessarily reduce OVs (Clarke, 2005; Rubin, 2006). Thus, there is no simple solution to OVs when randomization is unfeasible or unethical, as is often the case in psychopathology research. Rather, minimizing OVs is facilitated by the iterative process of articulating specific OVs that might have confounded a given result and then designing studies less vulnerable to that confound or that otherwise allow predictions derived from the original explanation to be fitted against those derived from the confounder explanation. As noted earlier, even the inclusion of a relatively unreliable Cov can result in a substantial reduction in bias compared with omission of the Cov. This point can be illustrated by again considering Example 7 in Table 1, in which the reliability of the Cov is nearly zero and therefore approximately equivalent to the case in which the Cov was omitted. Inclusion of a Cov with a reliability of .50 would have resulted in substantial bias reduction (\( \beta_{DV_1,IV,Cov} = .076 \), with Type I error rates ranging from .074 when \( n = 60 \) to .239 when \( n = 400 \)).

Another practice that might help to minimize the impact of OVs on drawing valid inferences is to follow the recommendations of Blalock (1964) and Bollen (1989) to restrict the language of unique effects to those variables within a specific model. Because OVs are identified and included in subsequent studies as additional covariates, the results would begin to clarify whether uniqueness could then be claimed with respect to the expanded set of covariates (Rosenbaum, 1999; Shadish & Cook, 1999).

Finally, SEM fit indices are sensitive to OVs in many cases (Tomarken & Waller, 2003). There are also tests of model misspecification (e.g., Long & Trivedi, 1993) and sensitivity analyses (e.g., Marcus, 1997; Rosenbaum, 2002; Rosenbaum & Rubin, 1983) that can be helpful in suggesting the extent of OVs.

### Limitations and Conclusion

One limitation of the approach taken here is that there are potentially important problems with ANCOVAs/APVs, including nonlinear associations among the LVs and heteroscedasticity, that were not addressed here. Another limitation is that our approach assumes a classical measurement error model. Techniques for handling other error models such as multiplicative error have been developed and may prove useful in some areas of psychopathology research (e.g., Browne, 1984; Carroll et al., 2006; Marsh, 1989). Almost all extant measurement error models, however, make the assumption that shared method variance exerts a positive bias on
correlations. In contrast, Campbell and O’Connell (1982) have raised the provocative possibility that hetero-method correlations may have an attenuating effect and mono-method correlations may be unbiased (in a fashion analogous to that in which differential skew attenuates associations relative to associations among measures that are similarly skewed). This possibility warrants further study. In addition, we considered Type I error rate inflation only when there was no unique association between the IV and DV LVs. When there is a unique association between the IV and DV LVs, underadjustment for the Cov LV can lead to underestimation of this unique association and inflated Type II error rates (e.g., Reichardt, 1979). Such effects will arise under different circumstances than those confronting the psychopathologist concerned that a simple correlation between the IV and DV measures is due to a confounder. These circumstances may be relevant to some psychopathology research, however, and Type II error rate inflation in ANCOVAs/APVs also warrants greater attention than it has received by psychopathologists. Finally, designs in psychopathology studies are often more complex than those involving a single IV, a single Cov, and a single DV. The potential for bias in more complex designs is at least as great as in the simpler design considered here, and at least as much caution is therefore required for interpreting the ANCOVA/APV of more complex designs.

Kenny (1975), in likening the difference between true experiments and quasi-experiments to that between testimony from a sighted person and that from a blind person, wisely noted that “when we have only the blind man, we would not dismiss his testimony, especially if he were aware of his biases and had developed faculties of touch and hearing that the sighted man could have developed but has neglected” (p. 360). Unfortunately, psychopathologists rarely give evidence of the awareness of the underadjustment bias in ANCOVAs/APVs let alone of having made use of approaches that might help to compensate for that bias. Thus, we do not propose to “dismiss testimony” from an ANCOVA/APV. Rather, we hope to raise awareness that as psychopathologists we experience partial blindness due to our inevitable reliance on nonrandom assignment, and we further hope that our recommendations will encourage more widespread use of strategies that can help compensate for that partial blindness.
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