On the acquisition of abstract knowledge: Structural alignment and explication in learning causal system categories
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A B S T R A C T

This research studies a relatively unexplored aspect of expertise – the ability to detect causal relational patterns in multiple contexts – and demonstrates learning processes that foster this ability. Using the Ambiguous Sorting Task (AST), in which domain information competes with causal patterns, we previously found that science experts spontaneously noticed and sorted by causal patterns such as positive feedback, while novices sorted primarily by content domain. We investigated two kinds of learning experiences that we claim are needed to achieve high fluency in detecting key cross-domain patterns. We found that direct explication of example phenomena increased people’s accuracy in depicting the examples, but did not increase sensitivity to the causal patterns in new examples. However, analogical comparison between parallel examples did lead to greater propensity to detect the causal patterns across diverse examples. Combining within-example explication with between-example alignment led to the greatest gains in generalized sensitivity to causal patterns.
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organization (Ahn et al., 2000; Rehder & Burnett, 2005; Sloman, Love, & Ahn, 1998) and is reflected in linguistic structure (Fillmore, 1978; Jackendoff, 1983; Kuehne & Forbus, 2002; McCawley, 1968; Wolff & Song, 2003). For this reason, causal knowledge and reasoning has been a focus of cognitive science from the outset (de Kleer & Brown, 1981; Forbus, 1984; Hayes, 1979). There has been extensive research on how causal knowledge is represented, using formalisms such as qualitative process models (Forbus, 1985; Forbus, Nielsen, & Faltings, 1991) or causal Bayesian networks (e.g., Gopnik et al., 2004; Pearl, 2000; Waldmann, Hagmayer, & Blaisdell, 2006).

Empirical work on causality has examined how people determine the causal structure of a particular domain or phenomenon. While people typically find it quite difficult to infer complex causal patterns purely from observation (e.g., Lagnado & Sloman, 2004; Steyvers, Tenenbaum, Wagenmakers, & Blum, 2003), this research has revealed kinds of experiences that lead people to infer causal relationships within a domain. These include being exposed to particular kinds of statistical relations among variables (Cheng, 2000), through direct causal interventions (e.g., Hagmayer, Sloman, Lagnado, & Waldmann, 2007) or to evidence of causal mechanisms (Ahn & Kalish, 2000; Ahn, Kalish, Medin, & Gelman, 1995; Lagnado, Waldmann, Hagmayer, & Sloman, 2007; Rehder & Hastie, 2001), and engaging in self-explanation (Chi, de Leeuw, Chiu, & LaVancher, 1994; Lombrozo, 2010) or counter-factual reasoning (e.g., Harris, German, & Mills, 1996).

Our focus here is on different. Instead of examining how people learn and use the causal relations that govern a particular phenomenon, we ask how people learn abstract categories of causal systems that apply across domains and phenomena. In our prior work we developed a sorting task aimed at assessing people’s propensity to notice key causal patterns amidst competing information (Rottman, Gentner, & Goldwater, 2012). In this task, the Ambiguous Sorting Task (AST), subjects are asked to sort descriptions of causal phenomena into categories. They are given an array of five ‘seed cards’ to use in sorting (as well as an ‘Other’ category). Each of the five seed cards depicts a different causal system and a different content domain from the others. This means that subjects are free to sort either by causal structure or by content domain. Likewise, the phenomena descriptions they are asked to sort vary both in their content domain (biology, economics, etc.) and in their causal structure (positive feedback, causal chain, etc.), (see Table 1 for the entire list.) The idea here is that people can achieve a successful sort simply by attending to the relatively obvious domain-level commonalities; thus, there is no need to seek some other sorting principle. However, if people spontaneously notice the causal commonalities, they may choose to use these instead.

To discover whether fluent knowledge of abstract causal patterns varies with expertise, we gave the AST to advanced physical science students and to social science students. There were two results of interest. First, students in social science and economics sorted primarily by content domain – evidence that the causal patterns were not obvious even to college students. Second, advanced physical science students – many of whom had taken courses in multiple science disciplines – sorted primarily by causal system – evidence that fluent perception of causal patterns increases with expertise (Rottman et al., 2012; and see Chi, Feltovich, & Glaser, 1981 for a similar result).

To analogize to the de Mestral example, there was a shift from focusing on the domain level (removing burrs) to focusing on a cross-domain abstract principle (achieving an adhesive connection).

Our goal in the present research is to understand how people come to be sensitive to abstract causal patterns. We hypothesize that at least two kinds of learning experiences are needed for forming abstract causal categories. The first is experience and instruction on particular causal phenomena, as in much of the prior research on causal learning. Learning the causal structure of particular cases is important, but we suggest that by itself it is not enough. The second important contributor is a way to form abstract causal representations that apply across domains. We suggest that analogical comparison of cases in which the same causal system applies can achieve such abstractions.

These two contributors operate in different ways. The first contributor, encountering causal explanations for specific phenomena, seems likely to improve causal understanding of specific phenomena. But by itself it is unlikely to promote general causal abstractions. Rather, we hypothesize that comparing analogous phenomena from different domains is critical in promoting abstraction of the common causal structure. There is considerable prior evidence consistent with the idea that analogical comparison highlights common relations through a process of structural alignment (Falkenhainer, Forbus, & Gentner, 1989; Gentner & Markman, 1997), and that such an alignment permits learners to notice the common structure, which can then be applied more broadly. The idea that analogical comparison promotes transfer from specific learning contexts has received support from research with adults (Gick & Holyoak, 1983; Goldwater & Markman, 2011; Kurtz, Boukina, & Gentner, 2013) and children (Christie & Gentner, 2010; Gentner, Anggoro, & Klibanoff, 2011) and by studies in educational contexts (Gentner, Loewenstein, & Thompson, 2003; Klahr & Chen, 2011; Rittle-Johnson & Star, 2009).

However, although these studies show that analogical comparison can improve transfer, in general it is not clear that it does so via abstracting the common structure. Analogical comparison can also improve the individual case representations, and this in itself could improve transfer (e.g., Gary, Wood, & Pillinger, 2012). Because our study includes a separate (and prior) assessment of the accuracy of the case representations, as described below, we can test whether there are effects of comparison on abstraction over and above its effects on representation accuracy.

Thus, we hypothesize that both causal explication and structural alignment will lead to increased sensitivity to causal structure, but for different reasons. Causal explication of the training examples will lead to better representation of the causal structure of the individual examples. Structural alignment of training examples will lead to abstraction of the causal pattern, and therefore to increased ability to perceive that pattern in other phenomena. Based on this reasoning, a further prediction is that
Definitions and examples of five causal system categories from Rottman et al. (2012). Negative feedback was not used in the current experiments.

<table>
<thead>
<tr>
<th>Causal system</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common effect</td>
<td>Many factors cause one effect</td>
<td>Economics: The Cost-of-Living Index is a measure of the cost of basic necessities in a particular city or country. Cost-of-Living is influenced by factors such as inflation, the price of consumer goods, and the local and federal tax rate. Because some cities are more expensive than others, companies will use the Cost-of-Living in part to determine salaries.</td>
</tr>
<tr>
<td>Common cause</td>
<td>One factor causes multiple effects</td>
<td>Biology: In the human body, an allergic reaction can trigger inflammation, rash, asthmatic attack, and typical cold-like symptoms. This is why allergies can be so annoying! The use of an anti-histamine medication can significantly improve many of these symptoms.</td>
</tr>
<tr>
<td>Causal chain</td>
<td>One causal factor X leads to an effect Y which in turns causes effect Z and so on</td>
<td>Mechanical engineering: The powertrain in cars is the system that transfers energy generated by the motor into turning the wheels. The motor turns the driveshaft which rotates the driveshaft which rotates the wheels. When a car is in neutral, no gears are engaged, and thus no power is transferred from the motor.</td>
</tr>
<tr>
<td>Positive feedback</td>
<td>The output of a causal system (e.g., wherein X increases Y which increases Z) is then fed back into the system and further increases the original factor X such that the increasing of each factor goes on indefinitely</td>
<td>Environmental science: In the process of global warming, as the temperature of the earth rises, polar ice begins to melt. Water absorbs more heat from sunlight than ice. Consequently, as ice is turned into water, the temperature of the earth begins to rise even faster which in turn leads to increased ice-melt.</td>
</tr>
<tr>
<td>Negative feedback</td>
<td>The output of a causal system is then fed back into the system, and decreases the original factor such that the system reaches equilibrium</td>
<td>Electrical engineering: A thermostat works by measuring temperature and turning on or off a furnace or air conditioner to reach a desired temperature. If the temperature is too cold, the thermostat will turn on the furnace until it becomes warm enough. Likewise, the thermostat on an air conditioner turns on when the house is too warm.</td>
</tr>
</tbody>
</table>

In the current research, we examined four causal system categories: common cause, common effect, causal chain, and positive feedback (see Table 1). The basic idea in this study was to give people training on examples of the four causal systems discussed above and then compare their performance on a version of the Ambiguous Sorting Task (AST) with that of people who had received no training. In the training, we independently varied two kinds of experience: whether people received causal explicatives of the training examples, and whether they were encouraged to compare and align pairs of examples. This led to four between-subjects training conditions: both explication and alignment; explication but not alignment; alignment but no explication; and neither explication nor alignment. The training set for all four training conditions consisted of eight training examples – two each from each of the four causal system categories (positive feedback, causal chain, common cause, and common effect). One example was always from electrical engineering and the other, from political history.

We manipulated Explication as follows. In the Explication condition, each of the eight training examples was accompanied by a statement of the abstract causal schema (such as positive feedback) and a detailed explication of how the component events of the phenomenon fit into the roles of the causal schema. We contrasted this with simply receiving the label for the causal schema. (See Table 2 for an example.) After each training example, subjects were asked to draw a diagram depicting the causal structure of the phenomenon. This allowed us to gauge their understanding of the examples prior to engaging in the Alignment task.

These groups were now further divided: half received Alignment instructions, and half did not (see Fig. 1). Those in the Alignment condition were asked to compare pairs of training examples that had the same causal system but were from different content domains. To encourage a deep structural alignment, we adopted a task used by Kurtz, Miao, and Gentner (2001). Subjects first wrote what the two phenomena had in common, and then were asked to state the correspondences they perceived. Importantly, the Alignment manipulation occurred after subjects had read and diagrammed the eight training examples. Thus, half the subjects had received explicatives along with the examples and half had received only the examples.

In addition to the four training conditions, there was a No Training control condition, in which subjects simply performed the sorting task. All five groups – trained and untrained – performed the same AST at the end. Thus, the design of Experiment 1 was 2 (Explication vs. Label Only) × 2 (Alignment vs. No Alignment) + 1 (No Training) (see Fig. 1), with all variables manipulated between subjects.

The key dependent measure was performance on a version of the Rottman et al. (2012) Ambiguous Sorting Task.³

³ Because one domain (electrical engineering) was used in the training materials, there were only four seed cards instead of five as in the Rottman et al. study.
Audio feedback occurs when a microphone is placed too close to a speaker. Any noise that the microphone picks up is sent to an amplifier and then played through the speaker at a higher volume. The microphone then picks up the louder noise and sends it back to the amplifier and then onto speakers even louder. This can lead to a very loud squealing

This is an example of a positive feedback system. In a positive feedback system each causal factor increases the next causal factor and cycles back to increase an earlier causal factor. So, each causal factor both increases the others and is increased by them. In this example, the microphone is the first causal factor and it sends sound to the amplifier, a second causal factor, which amplifies and sends the sound to the speaker, resulting in the sound being played at an increased volume. But the speaker is also a cause because it sends this louder sound back to the microphone. The microphone then sends it to the amplifier, and so on.

As in the original AST described above, subjects sorted a set of unlabeled examples into categories defined by a set of seed cards that differed both in causal structure and in content domain. Because this task allows people to sort either by causal patterns or by content domain (a highly salient dimension), it serves as an indication of people's sensitivity to causal structure. The key question is whether our training will lead to greater sensitivity to causal structure, and if so, how. To understand the specific roles of explication and alignment, we included a further dependent measure: performance in sketching the causal diagrams. Because these are drawn after subjects have read the training examples, but before the alignment manipulation, they allow us to ask whether receiving explication of the causal schemas (vs. causal labels only) increases subjects' accuracy in depicting the causal structure of the training examples, how the accuracy of the individual examples influences performance on the sorting task, and whether alignment improves causal sorting even for participants with accurate causal models.

To review, for Experiment 1a we hypothesize that both explication and structural alignment will lead to increased causal sorting, as compared to the No Training condition, but for different reasons. Causal explication of the training examples will lead to better representation of the causal structure of the examples, as assessed by the accuracy of the causal diagrams; and structural alignment of training examples will lead to abstraction of the causal pattern, and therefore to increased ability to perceive that pattern in other phenomena – over and above having correct causal understanding of the individual examples. Experiment 1b then evaluates whether the diagramming task itself influences the results.4

1. Experiment 1

1.1. Methods

1.1.1. Subjects

Ninety-seven Northwestern University undergraduates participated for course credit: 20 in the No Training group, 20 in the Explication & Alignment condition, and 19 in each of the other three training conditions. The causal diagrams of two subjects were lost, so are excluded from analyses concerning the diagrams. This sample size was based on that used by Rottman et al. (2012). That study compared 12 physical science majors to 32 physical science novices and was able to successfully resolve effects. Thus, we used the average of their group numbers for each of our conditions.

1.1.2. Materials

Ambiguous Sorting Task. The materials for the AST were 16 example phenomena, composing a matrix of four causal systems (positive feedback, causal chain, common cause, and common effect) crossed with four content domains5 (biology, economics, environmental science, and mechanical engineering) (see Fig. 2). These examples were taken from Rottman et al.'s (2012) study and their development and calibration is described in full there. By design, examples from the same domain had more lexical similarity than examples from the same causal system, and this was confirmed by their average pairwise LSA similarity scores.

Training. Eight additional examples were used in training – four from electrical engineering (one illustrating each of the causal systems) and likewise four from political history. The four electrical engineering examples were taken from Rottman et al. (2012); the four examples from political history were developed for this study.

1.1.3. Procedure

Fig. 1 displays the design and flow of the experimental procedure. In the No Training condition, subjects simply

---

4 We note that this method leaves open the possibility that our comparison task simply acts to alert participants to the relevance of causal information in this study – that is, it acts as a kind of demand characteristic. In addition, Experiment 1a does not rule out that simply revisiting the examples (without structural alignment) aids learning. We address these possibilities in Experiment 2.

5 We used a 4 × 4 matrix of Causal system × Content domain, instead of a 5 × 5 matrix as in Rottman et al.'s study, and 16 cards to be sorted instead of 20. This was done so that we could use one of the original five domains (Electrical Engineering) as a training domain.
performed the Ambiguous Sorting Task. In the four training conditions, subjects went through training packets prior to performing the AST.

**Training.** The four training groups were first given the instructions “You will read a series of descriptions, and you will sketch a causal graph for each one. Causal graphs depict the cause and effect relationships in the description.” They were given two simple examples: “Smoking increases the risk of lung cancer” and “Fluoride prevents cavities,” each with the corresponding causal diagram (see Fig. 3). They then received the training packet: eight brief descriptions of phenomena—four from electrical engineering followed by four from political history. Each training example was given on its own page. Below the example description, the causal system label was given: e.g., “This is an example of a positive feedback system.” All four training groups received these labels. In addition, those in Explication condition received an explication of the example that showed how the causal schema fit the particular example and how the example links to the causal roles in the schema (see Table 2). For all subjects, the bottom half of each page was blank, leaving space for the causal diagram. For the two No Alignment groups, these eight pages completed the training packet.

For the two Alignment groups, these eight pages were followed by four pages containing pairs of (previously seen) example phenomena—one from electrical engineering and political history—for subjects to align. The two examples shared a common causal system, though this was not mentioned. Each page asked what the two phenomena had in common, with a blank space below for the response. In addition, subjects were asked to complete a two-column table. One column listed the components of one example; the subject’s task was to fill in the corresponding components of the other example.

**Sorting.** The procedure for the AST was adapted from that of Rottman et al. (2012). Each of the 16 phenomena to be sorted was printed on a file card. On the table before the subject there were four columns headed by the seed cards (the four yellow cells in Fig. 2), plus one column labeled “Other.” Subjects were asked first to read the seed cards, and then to sort the other 12 cards into the columns “based on how well the description on the card goes with the initial card” heading each column. They could also place a card into the “Other” column if they did not think it fitted with any of the seed cards.

Because our goal was to pit the two sorting strategies (content domain and causal system) against one another, the four seed cards each differed from one another both in content domain and in causal category. Thus, as in Rottman et al. (2012), the columns could be taken to represent four different domains or four different causal systems, or some mixture of the two. See Table 3 for how two example seed cards can be matched with other cards based on either content domain or causal system. The 12 cards to be sorted were arranged in a semi-random order, with half the subjects receiving the reverse order. There was no time limit; subjects were told that they could work with the cards in any order and could rearrange previously sorted cards.

After sorting all 12 cards, subjects were asked to consider alternate sorting strategies and then to re-sort the examples. This was done to allow subjects to display sensitivity to both the causal similarities and the domain similarities. In particular, we were concerned that the deliberate ambiguity of the sorting task could result in underestimating causal knowledge. For example, subjects might recognize both causal similarities and domain similarities, but interpret the task to be about domain similarities. The second sort allowed subjects an opportunity to display both kinds of knowledge.

1.2. Results

We first consider the data from the first sorting. Each of the 12 cards (one “sorting”) was coded according to whether it matched the seed card in its column by content domain or by causal system, or not at all. Overall, the average proportion of cards sorted into the “other” column or into a column that did not match the seed card either in domain or in causal system was .27. This did not differ reliably among the five groups (including the No Training group).

**Error analysis.** To further understand participants’ strategies, we asked whether some causal categories were particularly confusable with one another. To do so, we analyzed their miss Sorts: cases in which a card was sorted in a column that differed from it both in causal category
and in domain. There were six possible kinds of causal system miss-sorts (disregarding which card was the seed and which was the exemplar to be sorted). As shown in Table 4, the frequencies were not distributed randomly, $\chi^2(5) = 52.9, p < .001$; over half the miss-sorts were grouping a causal chain phenomenon with either a positive feedback or a common effect phenomenon.

We next compared the rate of causal sorting between the training conditions and the No Training control. The Explication/Alignment ($M = .62$), Explication/No-Alignment ($M = .37$), and Label-Only/Alignment ($M = .37$) conditions all showed more causal sorting than the No Training group ($M = .14$) all $t$'s > 2.5, all $p$'s < .05, all $d$'s > .90. The Label-Only/No-Alignment ($M = .29$) condition did not differ significantly from the No Training group $t(37) = 1.84, p = .07, d = .60$.

We now turn to the key findings: the rate of causal sorting across training conditions (Fig. 4). A 2 (Explication vs. Label-Only) $\times$ 2 (Alignment vs. No-Alignment) independent samples ANOVA revealed main effects of Explication, $f(1,73) = 5.26, p < .05, \eta^2_p = .067$, and Alignment, $f(1,73) = 5.0, p < .05, \eta^2_p = .064$, but no interaction, $f(1,73) = 1.15, p > .25, \eta^2_p = .016$. Planned comparison $t$-tests reveal that, as predicted, the Explication/Alignment group showed the highest rate of causal sorting, significantly greater than that of the other three training groups, all $t$'s > 2.25, all $p$'s < .05, all $d$'s > .70. Neither Explication nor Alignment by itself gave a reliable boost above the Label-Only/No-Alignment training condition (though each reliably outperformed the No Training control, as noted above).

To further illuminate the pattern of sorting, we display a scatterplot for each condition, representing all subjects by their proportions of causal and domain sorts along the $Y$ and $X$ axes, respectively (Fig. 5). These scatter plots display the obvious point that causal and domain sorting are negatively correlated. More importantly, they show to what degree subjects sorted by domain, by causal system, or by a mixed approach. They also reveal the degree to which a subject conformed to neither strategy (due to error sorts – that is, miss-sorts and “other” column sorts). The proportion of error sorts for a given point is 1 minus the sum of its $X$ and $Y$ values; thus, the closer a point is to the graphs’ origin, the greater the number of errors in that subject’s sorts.

Fig. 5 reveals there were very few hybrid strategies: out of 97 subjects, only 3 sorted over 30% by causal system and 30% by domain. That is, subjects tended to have either a causal or domain focus, and to differ in how successfully they implemented this focus (as shown by their points’ distance from the origin). For example, comparing Explanation/Align with the other conditions in Experiment 1a, we see more points clustered near the causal axis, suggesting few domain sorters; and those points are higher on the causal axis, suggesting fewer errors.
Table 3
Examples of two seed cards. Below each seed are shown one domain match and one causal system match.

<table>
<thead>
<tr>
<th>Seed Card</th>
<th>Same-Domain Match</th>
<th>Causal System Match</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Environmental Science, Positive Feedback)</td>
<td>Many processes are responsible for the level of CO₂ in the atmosphere such as fossil fuel burning, plant photosynthesis, and CO₂ absorption in oceans. When making public policy decisions about environmental issues, we must keep in mind the many complex factors that influence the level of CO₂ in the atmosphere.</td>
<td>In a nuclear reactor, water is used to keep the reaction under control. In the Three Mile Island incident, the water level was accidentally reduced while the nuclear reaction was already in progress. This allowed the reaction to increase and evaporate more water than normal. As the water level decreased at a faster and faster rate, the reaction increased causing a partial meltdown</td>
</tr>
<tr>
<td>(Economics, Common Cause)</td>
<td>The US economy is heavily dependent on the availability of petroleum. Petroleum is used particularly for transportation of consumer goods by truck or airplane. Consequently, higher oil prices can significantly increase the price of transportation which is reflected in the price of consumer goods</td>
<td>All water piping in a home comes out of one pipe connected to the city water grid. If this main pipe is damaged, the water throughout your house will be affected. This includes not only sinks and showers, but also toilets, washing machines, and dishwashers</td>
</tr>
</tbody>
</table>

Table 4
The sums (and proportions) of different kinds of mis-sorted phenomena (i.e., sorts that matched neither the causal system nor the domain of the seed card) for each experiment. Each category is defined by the two causal systems of the seed card and exemplar card sorted together, disregarding which card was the seed and which was the card to be sorted. The proportions are with respect to the number of mis-sorts for each experiment separately, except for the rightmost column, which displays the sums and proportions based on the aggregate of all experiments.

<table>
<thead>
<tr>
<th>Exp. 1a, N = 97</th>
<th>Exp. 1b, N = 20</th>
<th>Exp2, N = 63</th>
<th>Total, N = 180</th>
</tr>
</thead>
<tbody>
<tr>
<td>Causal Chain/Positive Feedback</td>
<td>60(32)</td>
<td>14(34)</td>
<td>34(31)</td>
</tr>
<tr>
<td>Causal Chain/Common Effect</td>
<td>45(24)</td>
<td>4(10)</td>
<td>24(22)</td>
</tr>
<tr>
<td>Causal Chain/Common Cause</td>
<td>32(17)</td>
<td>15(37)</td>
<td>23(21)</td>
</tr>
<tr>
<td>Common Effect/Common Cause</td>
<td>21(11)</td>
<td>7(17)</td>
<td>11(10)</td>
</tr>
<tr>
<td>Common Effect/Positive Feedback</td>
<td>17(9)</td>
<td>0(0)</td>
<td>5(0.5)</td>
</tr>
<tr>
<td>Common Cause/Positive Feedback</td>
<td>13(7)</td>
<td>1(0.2)</td>
<td>12(0.1)</td>
</tr>
</tbody>
</table>

Fig. 4. Mean and standard error of proportions of causal and domain sorting in Experiment 1a for the first sort.

We next compared the first sorting to the second sorting. The second sorting was included to allow subjects to demonstrate causal sensitivity even if their first sorting had been by content domain. However, causal sorting was reliably less frequent in the second sort ($M = .14$) than in the first ($M = .36$), $t(96) = 4.92, p < .001, d = .50$, and domain sorting was correspondingly more frequent (2nd $M = .61$; 1st $M = .38$), $t(96) = 3.89, p < .001, d = .39$ (see Fig. 6). This pattern held for all training conditions; in the No Training condition, the rates of causal sorting did not differ between first ($M = .14$) and second ($M = .15$) sort, $t(19) = 0.18$. It appears that subjects who perceived the causal matches generally used them in the first sort; and these subjects were typically capable of using a domain strategy on the second sort. In contrast, those who used domain sorting on their first sort were unlikely to adopt causal sorting on the second sort.

Assessing the accuracy of causal representations. To test the hypothesis that causal explication would improve the representation of individual training examples, we assessed the accuracy of the subjects’ diagrams. The diagrams were scored as correct or incorrect, according to whether they represented all and only the causal relations in the phenomenon description (see Fig. 7 for examples). All diagrams were scored by a research assistant. As a reliability check, the first author scored the diagrams from 25 of the 75 subjects (200 of the 600 diagrams). (Both raters...
were blind to condition.) There was disagreement on only 8 of these 200 diagrams; these disagreements were resolved by discussion.

Just over half of the subjects (41 out of 75) drew all eight diagrams correctly. As expected, explication improved subjects’ accuracy: subjects in the Explication condition (M = 7.37 out of 8) drew more accurate diagrams than those in the Label-Only condition (M = 6.54), t(73) = 2.23, p < .05, d = .55. Because the means were close to ceiling we supplemented this analysis by using non-parametric bootstrapping to estimate their 95% confidence intervals (free from assumptions of normality). That is, we simulated sampling distributions by sampling with replacement 1000 times from each condition (creating distributions of 1000 means). From these simulated sampling distributions the 95% CI of the Explication condition was 6.79–7.79 (above the mean of 6.54 for the Label condition), while the 95% CI of the Label condition was 6.0–7.05 (below the mean of 7.37 for the Explication condition).

We next asked whether we could use the results of the causal-diagram task to clarify the effects of alignment. The idea is that if (as claimed) one effect of structural alignment is to create more abstract relational structures, then it should be most efficacious when subjects have accurate representations of both analogs. To test this, we asked whether structural alignment led to greater causal sorting for subjects who produced entirely accurate diagrams of the training cases than for those with some incorrect diagrams. A 2 (All-Correct Diagrams vs. Some Incorrect Diagrams) × 2 (Alignment vs. No-Alignment) independent samples ANOVA revealed main effects of Diagram Accuracy f(1,71) = 12.63, p < .05, η² = .151, and Alignment f(1,71) = 4.32, p < .05, η² = .057 but no interaction, f(1,71) = 1.04, p > .30, η² = .014 (see Fig. 8). Planned comparison t-tests showed that for subjects with 100% diagram accuracy, Alignment (M = .65 causal sorts) led to significantly more causal sorting than No-Alignment (M = .43), t(39) = 2.19, p < .05, d = .70 – evidence for ‘added value’ of the alignment process even for those with perfectly correct understanding of the training examples. This effect did not hold for those with one or more incorrect diagrams (Alignment M = .32; No-Alignment M = .24), t(32) = 0.78, p > .40, d = .27.

To further clarify the effects of explication and alignment, we conducted a linear regression analysis with three categorical predictor variables: All Correct Diagrams vs. Some Incorrect,8 Explication vs. Label-Only, and Alignment vs. No-Alignment to examine two critical hypotheses (1) the effect of explication was chiefly to improve the accuracy of the causal models for individual examples; and (2) Even when subjects were 100% accurate, alignment still improved performance. Diagram Accuracy (Beta = .334, t = 2.91, p < .01) and Alignment (Beta = .225, t = 2.12, p < .05) were shown to be reliable predictors of causal sorting, while Explication was not (Beta = .122, t = 1.06, p > .25). This analysis demonstrates that once perfect diagram accuracy is accounted for, there is no significant effect of explication on causal sorting; but alignment still adds value. This pattern suggests that the effect of explication occurs through promoting accurate understanding of the causal structure of the training examples. Consistent with this idea, the Sobel Test of mediation confirms that perfect diagram accuracy significantly mediates the effect of explication on causal sorting. Sobel statistic = 2.50, p < .05. Thus, the effect of Explication is mediated by increased accuracy of representation (as assessed by diagram accuracy).

Overall, the results provide support for our three main claims. First, explication of the causal schema improves people’s representation of the training examples. Second, structural alignment of the training examples fosters abstraction of their common causal schema. Third, because which abstractions are produced by structural alignment depends on the subject’s representations of the examples, the combination of explication and alignment leads to the greatest gain in causal insight.

However, despite these encouraging results, there are some issues that need to be considered before embracing the conclusions. First, in the analyses so far, we have treated the causal diagram task simply as a measure of the subjects’ knowledge. However, the diagramming task could have contributed to learning the causal structures, by inducing subjects to explicitly represent them. To examine this possibility, and to replicate the central finding that combining Explication with Alignment leads to high rates of causal transfer, we re-ran that condition without causal drawing.

2. Experiment 1b

2.1. Methods

2.1.1. Subjects

Twenty Northwestern University undergraduates participated for course credit.

2.1.2. Materials & procedure

The materials and procedure were identical to those of the Explication & Alignment condition of Experiment 1a, except that subjects did not draw causal diagrams and only sorted once.

2.2. Results

The results bear out the prior findings. In the Explication/Alignment condition, even without diagramming, subjects produced .58 causal sorts and .2 domain sorts – comparable to the .62 causal sorts and .17 domain sorts elicited by the same condition with diagramming from Experiment 1a: Comparing causal sorts, t(38) = .41, p > .65, d = .13. Fig. 9 shows the scatterplot of these results. Thus, there is no evidence that causal diagramming was crucial to improving the rate of causal sorting.

3. Experiment 2

The results so far bear out our hypothesis that structural alignment reveals common abstract relational
patterns such as positive feedback and common-cause. This is consistent with our claim that structural alignment renders the shared causal structures more salient and promotes forming more abstract causal structures. However, we must consider another possibility. It could be that the effect of alignment is simply to alert subjects to the relevance of causal relations in this study. That is, the alignment experience could simply serve to shift subjects’ attention toward causality, rather than to invite new causal insight (see Spalding & Ross, 1994). Even worse, perhaps the alignment experience just acts as a demand characteristic, implicitly telling subjects to focus on causal similarities rather than domain similarities.

To clarify the nature of the alignment advantage, in Experiment 2 we elicited the strategies subjects used in the sorting task. For example, if subjects in the alignment condition are more likely to refer to causality in their justifications, this will leave open the possibility that the alignment advantage in causal sorting can be explained by a strategy shift toward causal structure. Of course, it is possible that alignment will serve both to shift subjects’ attention to causality and to foster causal abstractions (as revealed in the sorting data). In this case, we would see both an emphasis on causality in their verbal statements and an improvement in sorting ability, relative to other conditions.

A further goal of Experiment 2 was to test another possible explanation of the alignment advantage. Subjects in the Alignment condition saw each of the eight phenomena twice, whereas those in the No-Alignment condition saw them only once. Thus the alignment effects could have stemmed from greater exposure, rather than from comparison processes per se. To test this possibility, in Experiment 2, we ran another condition in which subjects also revisited the training examples but were simply asked to “list the important factors” for each example phenomenon individually, rather than to compare examples. Thus, Experiment 2 had three conditions: Explication/Alignment, Explication/No-Alignment, and Explication/List-Factors. The first and second conditions were identical to the conditions of the same name in Experiment 1a.

3.1. Methods

3.1.1. Subjects

Sixty-three Northwestern University undergraduates participated in exchange for course credit: 19 in Explication/No-Alignment, 21 in Explication/Alignment, and 23 in Explication/List-Factors.

3.1.2. Materials and procedure

The materials were identical to those in Experiment 1. All subjects first read the eight training examples and their explications (and diagrammed each in turn). For the Explication/Alignment and Explication/No-Alignment conditions, the remaining procedures were as in Experiment 1, with one exception. After both the first and the second sorting, subjects were asked to write down the strategies they had used in sorting the descriptions. The instructions read, “There are many ways to sort these descriptions. Could you please write out on this page an explanation for why you sorted them the way you did?”

In the Explication/List-Factors condition, after reading and diagramming the first four training examples (from electrical engineering), subjects were instructed to write out descriptions of the examples on four additional pages. They were encouraged to look back at the descriptions if needed. To guide their description, each page read (for example) “Consider the description of Audio Feedback. What were two factors in that situation?” Subjects responded on the same page. They then repeated this process for the four political history examples, first reading descriptions with explications and diagramming, and then listing factors. Then they performed the AST and reported their sorting strategies as in the two other conditions.

3.2. Results

As shown in Fig. 10a, Explication/Alignment (M = .65) elicited more causal sorts than either Explication/No-Alignment (M = .37) or Explication/List-Factors (M = .37), t(2, 60) = 4.44, p < .05, ηp^2 = .13. Planned comparison t-tests: Explication/Alignment vs. Explication/No-Alignment t(38) = 2.48, p < .05, d = .81; Explication/Alignment vs. Explication/List-Factors t(42) = 2.63, p < .05, d = .81. Explication/No-Alignment elicited the same proportion of causal sorts as did Explication/List-Factors. Thus the effect of alignment cannot be reduced to simply receiving more experience with the examples.9 These results again affirm that combining explication of individual cases with alignment across cases produces the greatest gain in causal insight. As in Experiment 1a, there were no gains in causal sorting during the second sorting attempt (see Fig. 10b).

Fig. 11 shows the scatterplots for the first sort. As in prior studies, hybrid strategies were quite rare, with only a single subject sorting more than 30% via both domain and causal system. As in Experiment 1a, the Explication/Alignment condition contrasts with the two non-alignment conditions in showing both a greater focus on causal commonalities over domain commonalities (as shown by more points near the causal axis) and better causal sorting (as shown by more points higher on the causal axis). In the next set of analyses, we probe further into these differences by analyzing the strategies the subjects reported using.

Strategies reported. Subjects were scored as having a causal strategy if they (1) used the term “cause” or “effect” (in noun, verb, or adjective form) or (2) used a causal system label such as “positive feedback system.” Subjects were scored as having a domain strategy if they explicitly labeled the domains, either with single names such as “electricity,” or “the body” or with a longer description, such as “all relate to processes of the human body.” See Table 5 for typical examples of each kind of strategy.

With this coding scheme, 58 of 63 responses were unambiguously classified. Four of the 63 responses contained both kinds of language, but were classified as

9 In an unreported experiment, we also ran a condition combining Label-Only with List-Factors. List-Factors had the same effect in this experiment as reported here.
domain strategies because the causal language was used only to connect the phenomenon to the domain: e.g., “The theme of this column is the effects (immediate and long-term) that human activity can have on the environment.” One response did not fit either criterion, but was scored as causal because it explicitly linked sorting to the

Fig. 5. Experiment 1a: Scatterplots showing rates of causal sorting (Y axis) and domain sorting (X axis) for each condition of Experiment 1a. White diamonds represent a single subject’s score; grey diamonds represent two subjects’ scores; black diamonds’ represent three subjects’ scores. The conditions are (a) No training; (b) Label/No-Alignment; (c) Explication/No-Alignment; (d) Label/Alignment; (e) Explication/Alignment.
causal graphs that had been diagrammed previously: "I sorted them based on the system of graphs..." (see Table 5).

One motivation for the strategy analysis was to discover whether the Alignment advantage in the prior studies stemmed simply from increased attention to causal factors, rather than from promoting causal abstractions. If this were the case, we would expect more causal focus in the strategies reported by the Alignment group. We found that the majority of reported strategies (44 out of 63) were causal, with no significant difference across the three conditions: Explication/Alignment (17 out of 21); Explication/No-Alignment (14 out of 19); Explication/List-Factors (13 out of 23). The difference between Explication/Alignment and Explication/List-Factors did not reach significance, $\chi^2(1) = 3.02, p = .08$. Of course, it is possible that aligning exemplars did lead to greater attention to causality, and that a larger study would show this. However, even if this turns out to be the case, the next set of analyses show that the advantage of alignment extends beyond increased attention to causal relations.

We next analyzed the actual sorting patterns of the subjects who reported causal strategies. This showed that, despite their verbal emphasis on causality, subjects differed in their rate of causal sorting (see Fig. 12). The Explication/Alignment condition ($M = .77$) elicited more causal sorts than Explication/No-Alignment ($M = .51$) and Explication/List-Factors ($M = .63$), $t(2,41) = 6.31, p < .01, \eta^2_p = .23$; planned comparison $t$-tests: Explication/Alignment vs. Explication/No-Alignment, $t(29) = 3.26, p < .01, d = 1.21$; Explication/Alignment vs. Explication/List-Factors $t(28) = 2.13, p < .05, d = .81$.

We also analyzed the kinds of non-causal responses made by subjects who reported causal strategies, including both domain-based responses and errors. An error was defined as sorting a card in a column that did not match in either causal system or domain or placing a card in the “other” column. No-Alignment (14 out of 19); Explication/List-Factors (13 out of 23). The difference between Explication/Alignment and Explication/List-Factors did not reach significance, $\chi^2(1) = 3.02, p = .08$. Of course, it is possible that aligning exemplars did led to greater attention to causality, and that a larger study would show this. However, even if this turns out to be the case, the next set of analyses show that the advantage of alignment extends beyond increased attention to causal relations.

We next analyzed the actual sorting patterns of the subjects who reported causal strategies. This showed that, despite their verbal emphasis on causality, subjects differed in their rate of causal sorting (see Fig. 12). The Explication/Alignment condition ($M = .77$) elicited more causal sorts than Explication/No-Alignment ($M = .51$) and Explication/List-Factors ($M = .63$), $t(2,41) = 6.31, p < .01, \eta^2_p = .23$; planned comparison $t$-tests: Explication/Alignment vs. Explication/No-Alignment, $t(29) = 3.26, p < .01, d = 1.21$; Explication/Alignment vs. Explication/List-Factors $t(28) = 2.13, p < .05, d = .81$.

We also analyzed the kinds of non-causal responses made by subjects who reported causal strategies, including both domain-based responses and errors. An error was defined as sorting a card in a column that did not match in either causal system or domain or placing a card in the “other” column.

10 An error was defined as sorting a card in a column that did not match in either causal system or domain or placing a card in the “other” column.
Next, we examined the minority of subjects \((n = 19)\) who reported a domain strategy (due to the small number per condition, and a lack of reliable differences across conditions, we combined these subjects across conditions). They mostly sorted by domain – ranging from .50 to 1.00 domain sorts – with few causal sorts (.02 causal, .77 domain, and .21 errors). (In contrast, only a single subject reporting a causal strategy sorted primarily by domain \((.58)\).) Interestingly, domain-strategy subjects were less accurate overall in their diagrams \((M = 6.68\) out of 8\) than causal-strategy subjects \((M = 7.63)\), \(t(60) = 3.54, p < .01, d = .99\). We again estimated the confidence intervals of each condition via non-parametric bootstrapping. The 95% CI for the domain-strategy subjects was 6.0–7.26 (below the 7.63 mean of the causal-strategy subjects), and the 95% CI for the causal-strategy subjects was 7.41–7.81 (above the 6.68 mean of the domain-strategy subjects).

Next we analyzed the reported strategies for the second sorting attempt \((N = 57)\); six subjects who reported strategies for their first attempt did not report their second strategy. We classified their strategies as to whether they were a modification of their initial strategy (causal or domain) or a switch from one to the other. As in the prior studies, the likelihood of switching from causal to domain strategy was far greater \((33 switched while 7 modified)\) than the reverse \((6 switched while 11 modified)\), \(\chi^2(1) = 12.30, p < .001\).

In summary, subjects mostly espoused a causal strategy. However, among those subjects who expressed a causal strategy, subjects who aligned examples were better able to implement this strategy. Specifically, subjects in the Explanation/Alignment group produced more causal sorts and fewer error sorts than those in the other two groups – supporting the idea that aligning parallel causal phenomena led subjects to form abstract, portable causal system schemas. Additionally, analysis of the reported strategies on the second sort confirms that, as in the prior studies, domain strategies are readily available to people who sort causally; but the reverse does not hold.

4. General discussion

Expertise is often marked by an increased sensitivity to important abstract patterns in the world. Our goal here was to shed light on the kinds of learning processes that foster this generalized sensitivity. We focused on high-level causal system categories such as positive feedback and common-effect – an important set of cross-domain abstractions. Recognition of these causal systems allows people to understand and predict key phenomena in the world, from global warming to economic bubbles. We know from prior research that these categories are not salient to college students without advanced training \((\text{Rottman et al., 2012})\). Our interest here is in what kinds of learning experiences allow people to spontaneously recognize these patterns in the world.

Of course, in our laboratory situation we were not able to achieve the richness and complexity of real-world experience. To approximate this situation, we used the Ambiguous Sorting Task (AST), in which subjects are free to sort as they choose, and in which a highly salient competing organization – that of content domain – is present. Our findings indicate that the AST technique was successful in providing a competing organization. In the No-Training condition, as in Rottman et al.’s study, we found very low levels of spontaneous causal sorting; only 14% of examples were sorted causally. Thus, the AST achieved its goal in that the high-level causal patterns did not stand out. This sets the stage for asking whether and how alignment and schema-explication can improve causal insight.

There are three main findings. First, as predicted, receiving explications of how the training examples fit the causal schemas improved subjects’ causal representations of the examples. This was evidenced by (1) analysis of subjects’ causal diagrams, which showed that explication led to more accurate representations of the training examples; and (2) regression and mediation analyses indicating that the positive effects of causal explication on transfer stemmed from its having increased the accuracy of subjects’ representations of the training examples (Experiment 1a). Second, structural alignment increased causal sorting, even for those who drew accurate diagrams for every training example – evidence of its value in promoting abstractions that go beyond the examples given. Third, combining causal explication with analogical abstraction led to the greatest degree of causal insight, as assessed by greater causal sorting in the AST. Further studies showed that the results cannot be attributed to the diagram task per se (Experiment 1b) nor to additional exposure to the pairs of examples (Experiment 2), nor simply to a general attentional shift toward causality among alignment subjects (Experiment 2).

4.1. Analogical processing in learning and transfer

The consistent pattern across the set of experiments adds to research showing that analogical comparison can lead to relational insight and thereby facilitate transfer to new situations. Further, our findings join other recent work in arguing for an expanded role for analogical processing in
learning and transfer (Day & Goldstone, 2012; Doumas & Hummel, 2013; Gentner, 2003; Gentner, 2010). In much of the initial work on analogical transfer, the focus was on direct mapping and inference projection from one example to another (e.g., Gick & Holyoak, 1980; Reed, 1987; Reeves & Weisberg, 1994; Ross, 1984). But as Day and Goldstone (2012) and Lave (1988) note, this “two-problem” experimental design, wherein transfer is assessed by determining whether a given example influences a single subsequent (analogical) case, greatly restricts the scope of what prior knowledge a participant can bring to bear on a new situation.

Our goal in developing the AST is to go beyond this method – to study the more generalized ability to spontaneously notice important patterns. Our findings add to evidence that the effects of analogical processing go well beyond inference projection (Gentner, 2010; Kurtz et al., 2001). In our studies, people who received a combination of explication and alignment showed a generalized sensitivity to the key causal patterns that emerged from their training. This kind of learning serves as a source of insight that can influence the way we interpret further information (e.g., Day & Goldstone, 2012; Doumas & Hummel, 2013; Fernbach & Sloman, 2009; Gentner & Stevens, 1983; Schwartz, Sears, & Bransford, 2005). We conjecture that the mutual alignment of examples during learning...
Table 5
Examples of sorting strategy descriptions, showing three typical causal strategies and three typical domain strategies, as well as three that did not neatly fit our criteria.

**Example Causal Strategy Descriptions**

“I looked at how certain things affected other things. For example, I grouped together structures where one thing had many different effects, and I grouped together situations where there was a cyclical chain of effects.”

“The first column described a steady escalation, similar to positive feedback. All the cards sorted into this column described a similar escalation concerning the topic on that card. The second column described many factors influencing one outcome (common outcome). The third column described a chain of results, where one event causes a string of events which lead to a cause that may not have been originally anticipated when looking at the beginning cause and final event. The 4th column described one event creating many reactions (common cause).”

“I sorted them by whether they explained a common cause, a chain reaction, a common effect, or a positive feedback relationship.”

**Example Domain Strategy Descriptions**

“I sorted the descriptions based on the broad topic they closely relate to. The first category I labeled as mechanical as the description, mention certain things such as powertrain, gears, piping, nuclear reactor and car engines. The second category is based on the economy as there were terms in the descriptions such as cost of living index, unemployment, and stocks. The third category is based on ecology and the environment. There were key words in the descriptions that relate to the category such as global warming, greenhouse gases and non-native species. The fourth category is based on human bodily functions as there are key words such as firing of neuron, allergic reaction, and heart disease.”

“I sorted all the cards pertaining to the economy or money together because they all seemed to be related to the US economy, which is mentioned in the first, base card. I grouped the cards related to CO2 and global warming together because they all included information about the environment and its safety. I grouped the cards about biological processes together because they were all about the human body, though they were not specifically about drug overdose like in the top card. The cards in the “other” section were not about water, piping, the economy, the human body, or the environment.”

“I split the cards into 4 categories: Medical, Environmental, Economy, Mechanical”

**Example Ambiguous Responses**

“1: The card on how water distribution is does not really tie into economic trends, environmental issues or personal health. 2: The theme on these cards is the interconnectedness of many economic indicators. 3: The theme of this column is the effects (immediate and long-term) that human activity can have on the environment. 4: The theme of this column is personal health. 5: At the end of this exercise, the theme of both cards can be automobile propulsion.” (Classified as a domain strategy)

“I sorted everything by their relevance to the main topic. For instance, under the topic about drug tolerance I included the description about allergies and factors contributing to heart disease because they pertain to how the human body is affected by different substances. If I could not find a strong enough connection between a topic and description, I put it in the other column.” (Classified as a causal strategy)

“I sorted them based on the system of graphs from part one of the experiment today. I noticed that the categories were similar to the systems, so I looked for this trend in the cards and was able to sort them through that.” (Classified as a causal strategy)
creates a kind of internal vocabulary that allows for the recognition of abstract relational patterns in novel situations.

We have provided evidence that analogical processing supports deriving causal systems abstractions that aid in transfer. We suggest that this kind of higher-order knowledge of causal systems can make people better able to detect such patterns in novel experiential situations. Consistent with the hypothesis, Fernbach and Sloman (2009) found that people improved in their ability to discover complex causal structures – specifically, causal chains – from observation when they were pretrained with schematic causal information. In combination with the current results, this supports the possibility that alignment-based pretraining might support later causal structure discovery.

A second open question concerns the mechanism that underlies analogical abstraction. We hypothesize that alignment improved their existing structured knowledge in two ways: by dropping non-common surface features from the representations and by refining the representations of the relations themselves. Both the symbolic AI models built upon the Structure-Mapping Engine (Falkenhainer et al., 1989; Kuehne, Forbus, Gentner, & Quinn, 2000; Lovett, Tomai, Forbus, & Usher, 2009) and the symbolic-connectionist architectures of LISA (Hummel & Holyoak, 1997) and DORA (Doumas, Hummel, & Sandhofer, 2008) offer computational descriptions of feature-shedding and relational re-representation (see Gentner & Forbus, 2011 for a recent review). However, it remains an open question as to how to distinguish the two processes in behavior, as each would lead to improvements in transfer.

4.2. Category learning and representation

The current studies add to the growing literature on relational categories. These are categories whose membership is determined not by common intrinsic properties of the members, but by common relational structure (Corral & Jones, 2014; Gentner, 2005; Gentner & Kurtz, 2005; Gentner et al., 2011; Goldwater, Markman, & Stilwell, 2011; Jung & Hummel, 2011; Markman & Stilwell, 2001; Rehder & Ross, 2001; Tomlinson & Love, 2010). We view the causal system categories studied here as examples of relational categories. This is consistent with research showing the connection between causal reasoning and category representation, which finds that the causal relational structures binding features of category exemplars are critical for determining category membership and category-based induction (e.g., Ahn et al., 2000; Forbus, 1984; Rehder, 2003; Rehder & Burnett, 2005; Sloman et al., 1998).

Our finding that analogical comparison can support the abstraction of such causal structures is consistent with past work showing that comparing examples supports forming relational categories (Christie & Gentner, 2010; Gentner et al., 2011; Goldwater & Markman, 2011; Jung & Hummel, 2011; Kotovsky & Gentner, 1996; Kurtz et al., 2013; Tomlinson & Love, 2010). Further, our finding that alignment was most beneficial when exemplar relational representations were accurately represented accords with those of Doumas and Hummel (2013) who found that alignment aids learning category-defining higher-order relations (i.e., relations among relations) only when the lower-order relations are properly represented.

Another link between our findings and the relational category literature is that we found a shift from focusing on relatively concrete domain-level commonalities in the No-training condition to noticing common causal patterns among the subjects after full training. This kind of “relational shift” in category understanding – from an early focus on concrete features to a later focus on relational structure – is well-attested in cognitive development (Gentner & Rattermann, 1991; Imai, Gentner, & Uchida, 1994; Richland, Morrison, & Holyoak, 2006), as well as in novice-expert studies of adults (Chi et al. 1981; Jee et al., 2014; Proffitt, Coley, & Medin, 2000; Shafto & Coley, 2003; Stains & Talanquer, 2008). Further, there is evidence that analogical comparison can promote this shift from object focus to relational focus (Christie & Gentner, 2010; Gentner et al., 2011; Kotovsky & Gentner, 1996; Namy & Gentner, 2002).

4.3. Analogical learning in education

These findings have implications for educational practice. It appears that a combination of explication plus structural alignment can lead to greater attention to and ability to recognize causal patterns, mirroring the pattern found in development of expertise. Indeed, the contrast between the No Training group (14% causal sorting) and the maximal-training group (Explication/Alignment, 62% causal sorting) parallels the contrast found by Rottman et al. (2012) between science novices (23% causal sorting) and physical science majors (44% causal sorting). Of course, we would not claim that a brief training session can substitute for systematic study and experience. Nevertheless, these results join with current research in suggesting that providing more support for analogical comparison
improves education in science and mathematics (e.g., Chen & Klahr, 1999; Gentner et al., 2015; Jee et al., 2014; Richland, Zur, & Holyoak, 2007; Rittle-Johnson & Star, 2009; Schwartz, Chase, Opezzo, & Chin, 2011; Thompson & Opfer, 2010; see Alfieri, Nokes-Malach, & Schunn, 2013 for a meta-analysis).

4.4. Conclusion

This research shows that explicating and aligning causal phenomena fosters abstraction of the causal structure and increased sensitivity to causal systems in novel phenomena. These results add to the literature on causal reasoning by focusing on the recognition of common causal structure across disparate phenomena. More generally, these results add to our understanding how abstract knowledge is acquired over experience.
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