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**ABSTRACT**

Insightful solutions often come about by recalling a relevant prior situation—one that shares the same essential relational pattern as the current problem. Unfortunately, our memory retrievals often depend primarily on surface matches, rather than relational matches. For example, a person who is familiar with the idea of positive feedback in sound systems may fail to think of it in the context of global warming. We suggest that one reason for the failure of cross-domain relational retrieval is that relational information is typically encoded variably, in a context-dependent way. In contrast, the surface features of that context—such as objects, animals and characters—are encoded in a relatively stable way, and are therefore easier to retrieve across contexts. We propose that the use of relational language can serve to make situations’ relational representations more uniform, thereby facilitating relational retrieval. In two studies, we find that providing relational labels for situations at encoding or at retrieval increased the likelihood of relational retrieval. In contrast, domain labels—labels that highlight situations’ contextual features—did not reliably improve domain retrieval. We suggest that relational language allows people to retrieve knowledge that would otherwise remain inert and contributes to domain experts’ insight.

**1. Introduction**

Vocabulary learning is often portrayed as a pointless exercise assigned to keep students busy. Yet learning certain kinds of terms may be extremely valuable for achieving domain mastery. The rationale for this is that higher-order cognition depends on relational processing—on the ability to represent and reason about relations such as causation and prevention in science, commutativity and distributivity in mathematics, and promise and lie in social interactions. We suggest that learning and using terms that denote these relational patterns is instrumental in acquiring cognitive flexibility and insight in and across domains.

In this paper we focus on one specific way in which language can support cognition—relational retrieval from long-term memory. Decades of research in the laboratory have shown poor retrieval of relational matches from memory. Given a current situation, people are often reminded of prior situations that share specific content features—objects, characters, locations, and associated entities—and fail to retrieve those that share relational structure (Brooks, 1987; Brooks, Norman, & Allen, 1991; Forbus, Gentner, & Law, 1995; Gentner, Rattermann, & Forbus, 1993; Holyoak & Koh, 1987; Ross, 1987; 1989; Trench & Minervino, 2015). This is true even when the relational match is demonstrably stored in memory (Gentner et al., 1993; Gick & Holyoak, 1980, 1983; Holyoak & Koh, 1987; Trench & Minervino, 2015); and it holds even when the same people later rate the relational matches (that did not come to mind) as both more similar and more inferentially sound than the surface matches that they readily retrieved (Gentner et al., 1993).

**1.1. Encoding variability**

One way this pattern of rare relational remindings has been interpreted is in terms of differential encoding variability between relational information and surface contextual information about the entities that occupy roles within a relational structure (Forbus et al., 1995; Gentner, Loewenstein, Thompson, & Forbus, 2009). The idea is that relational information is often encoded in a context-specific way, and is therefore variably encoded across situations. In contrast, the entities within this context—such as objects, animals, and characters—tend to be uniformly encoded (Asmuth & Gentner, 2017; Bassok, Wu, & Olseth, 1995; Forbus et al., 1995; Gentner & France, 1988; Gentner et al., 2009). An example of this phenomenon comes from work on verb mutability (Gentner, 1981; Gentner & France, 1988; Reyna, 1980). The term *mutability* refers to a word’s propensity to assume different meanings across varying contexts. Evidence that verbs (which typically name relations) are more mutable than concrete nouns (which typically name object or animal categories) comes from studies by Gentner and France...
In the absence of labels, we expected relational retrieval to be increased during the encoding phase. After a delay, in the test phase participants received a new set of passages and were told to write any encoding passages of which they were reminded. Each test passage had the same relational structure as one of the original passages (e.g., positive feedback loop). In addition, in Experiment 1, we varied the placement of the label during initial encoding should increase the likelihood of later relational retrieval of that example. Less obviously, it also predicts increased relational reminding of prior relationally similar examples if a relational label is applied at test time. This second prediction follows from evidence that deriving a schema (by comparing examples of a relational structure) at retrieval time improves retrieval of prior relationally similar examples (e.g., positive feedback loop)—a phenomenon dubbed ‘late abstraction.’ Likewise, if relational schema labels invite a corresponding relational construal, their use should promote retrieving prior examples that were encoded with the same construal. Of course, providing labels at both encoding and test should be especially effective; but this outcome will not be definitive, since it could result from the labels acting as a purely lexical cue that the two passages match (because they have the same label), as well as (or instead of) a relational match.

Across two studies, we used a cued-recall paradigm to test these predictions. Participants studied one set of passages in an encoding phase. After a delay, in the test phase they received a new set of passages, and were told to write any encoding passages of which they were reminded. Each test passage had the same relational structure as one of the original passages (e.g., positive feedback loop). In addition, to capture the challenge of real-life memory retrieval, for each test passage there was another original passage from the same domain as the test passage (e.g., medicine). Because the same-domain passage shared common contextual features—objects, characters, locations, and associated entities—with the test passage, we expected it to be a potent retrieval match. Thus, for each test passage there were two potential retrieval candidates: the relational match and the domain match (Fig. 1). In the absence of labels, we expected relational retrieval to be low and domain retrieval to dominate. The predictions are that (1) in the baseline condition, with no relational labels, domain retrievals will dominate; (2) providing relational labels at encoding will improve relational retrieval; and (3) this effect will also hold if relational labels are provided at test. A further prediction, tested in Experiment 2, is that relational labels will lead to greater change in retrieval patterns relative to baseline than domain labels. This follows from our earlier claim that the specific content features that would be highlighted by domain labels are already encoded similarly across situations by default. We tested predictions (1), (2) and (3) in Experiments 1 and 2, and prediction (4) in Experiment 2.

In addition, in Experiment 1, we varied the placement of the label.
within a given passage. If relational labels serve to organize the passage according to a relational pattern, then they should be more powerful if given at the start of the passage (e.g., Ausubel, 1960; Bransford & Johnson, 1972).

2. Experiment 1

2.1. Method

2.1.1. Participants

Participants (N = 251, 154 female, mean age = 19.50) were native English speakers from the Northwestern University community who were paid or received course credit for participation. An additional 15 participants were tested but excluded from analyses for failing to follow the test instructions (3), for failing to respond to at least half of the test items (10), or due to experimental error (2). The sample size of 36 participants/condition was set based on expected effect sizes from prior pilot testing with unnormed stimuli (Jamrozik & Gentner, 2013).

2.1.2. Materials and design

The materials consisted of two sets (A and B) of fourteen passages each (ten test, four filler) that served as the encoding and test sets, see Supplemental Material for the passage sets. Each passage instantiated a relational pattern that could appear across different domains. For example, the relational pattern positive feedback loop can appear in both atmospheric science and electrical engineering (Fig. 2). Two passages were adapted from a study by Rottman, Gentner, and Goldwater (2012).

Each passage within a set came from a different domain. Across the two sets, each test passage matched one original passage in terms of its relational pattern, and a different original passage in terms of its domain (see Fig. 1). For example, in one set, the reciprocity passage came from the domain of political science. In the other set, the reciprocity passage came from psychology, and the passage that came from political science instantiated a different relational pattern.

2.1.3. Match ratings

A separate rating task with different participants was used to verify that people perceive passages from the same domain as describing related topics (i.e., sharing specific content features like objects, characters, and locations—what the passages were about), and passages instantiating the same relational pattern as analogous (i.e., relationally similar) (see Supplemental Material for full details on these and other ratings.) Participants rated all domain match passage pairs and all relational match passage pairs on three dimensions: how related the passage topics were, how analogous (relationally similar) the passages were, and how similar the passages were. As expected, the relational match pairs were rated as more analogous than the domain match pairs, and the domain match pairs were rated as having higher topic-relatedness than the relational match pairs. These patterns held for all the individual passage pairs. There was also a trend suggesting that domain match pairs were rated as more similar than relational match pairs.

2.1.4. Semantic association

As an additional check on our manipulation of domain-relatedness, we used Latent Semantic Analysis (LSA) to measure the degree of semantic association between the passages (Landauer & Dumais, 1997). LSA uses patterns of word co-occurrence to quantify the degree of similarity and/or association between words or passages. For each test passage in set A, we calculated the LSA scores (Landauer & Kintsch, 1998) to its domain match and its relational match in set B. Domain match pairs had higher scores (M = 0.41, 95% CI [0.31, 0.50]) than did relational match pairs (M = 0.13, 95% CI [0.10, 0.17]), t(9) = 7.54, p < .001, confirming that, as intended, passages that came from the same domain were more semantically associated than passages that instantiated the same relational pattern.

2.1.5. Experimental design

We varied the presence of relational labels using a 2 (label present vs. absent at encoding) x 2 (label present vs. absent at test) between-subjects design. For the label conditions, an additional sentence named the relational pattern instantiated by the passage (e.g., ‘This is an example of inoculation’). This sentence was presented either before or after the passages, varied between-subjects. This resulted in seven conditions: baseline (no labels) plus six labeling conditions: 2 (labels before/after the passage) x 3 (labels at encoding, at test, or both).

2.1.6. Label comprehensibility ratings

To verify that people understood how the relational labels related to the passages, we collected comprehensibility ratings from a separate group of participants (see Supplemental Material for details). Participants read all the test passages from either set A or set B, varied between-subjects. Half the passages had relational labels (e.g., positive feedback loop) and half had novel labels made up of a pseudoword.
This is an example of a positive feedback loop. Global warming can result in escalating problems such as the melting of polar ice. Water absorbs more heat from sunlight than ice does. When polar ice is turned into water, this extra water retains additional heat. As a result, the temperature of the earth rises. This in turn leads to increased polar ice-melt, which then leads the earth's temperature to rise even more rapidly.

This is an example of a positive feedback loop. Big problems can occur if a microphone is placed too close to a speaker. Any noise that the microphone picks up from the speaker gets amplified and played back through the speaker at a higher volume. When this louder noise is picked up by the microphone, it is reamplified and played back through the speaker at an even higher volume. The resulting noise is again reamplified and played back through the speaker, leading the noise to get increasingly louder.

Fig. 2. An example of two test passages making up a relational match. The top passage comes from the domain of atmospheric science, while the bottom passage comes from electrical engineering.

(chosen from the ARC Nonword Database; Rastle, Harrington, & Coltheart, 2002) and a neutral relational word (e.g., croise effet). Participants rated how well each passage's label fit the passage and reported whether they had seen the label term used before. As expected, the relational labels were rated as more comprehensible than the novel labels, and this same pattern held for all the individual passage pairs. Relational labels were rated as comprehensible overall. Participants also reported they had seen the relational labels before.

2.2. Procedure

2.2.1. Experiment procedure

Each participant was randomly assigned to one of seven conditions: baseline (no labels), labels before/after the passages at encoding, labels before/after the passages at test, or labels before/after the passages at encoding and test. In the initial encoding phase, participants read one set of passages, either set A or B, and were told to try to remember them for a later phase of the experiment. After a 15-minute non-linguistic filler task, in the test phase, they received the other set of passages. For each passage, they were asked to write down any original passages of which they were reminded. They were told that they could write multiple original passages for each test passage and that they could write down a given original passage for more than one test passage.

2.2.2. Data coding

For each participant, we calculated the number of relational matches and the number of domain matches retrieved. Each test response was classified as relational match, domain match, or other by a trained research assistant blind to condition. The research assistant received all of the study materials and all of the participants' responses, grouped by the test passage they were written in response to (e.g., all participants' responses to the inoculation-medicine test passage were grouped).

For each test passage, the research assistant was told which study passage counted as a relational response and which counted as a domain response. For example, the relational match for test passage inoculation-medicine was inoculation-psychology and the domain match was trade-off-medicine. The research assistant read each of the responses and then used any keywords they contained to narrow down the passage being recalled. For example, if the response included something about cancer treatment, it would be classified as a domain match, because the topic of the domain match passage (trade-off-medicine) was cancer treatment and no other study passage mentioned cancer. Each passage recalled was classified as a relational match, domain match, or other response. If there was any doubt about which passage the response was referring to (for example, if the response could only be narrowed down to one of two options), it was marked as an other response.

For each participant, we calculated the number of relational matches, domain matches, and other responses for the test passages.

2.2.3. Data analysis

Since the outcomes of interest were counts (e.g., the number of relational matches retrieved), we used Poisson regression models, which are well-suited to modeling count data, to characterize the relationship between experimental condition and the number of responses retrieved by participants. The number of responses retrieved in the baseline (no-label) condition was compared to that in conditions in which participants were given relational labels. To evaluate the overall strength of labels' effect on retrieval, we calculated Bayes factors for each model compared against an intercept-only model that did not include the effect of experimental condition, using the BayesFactor package (Version 0.9.12-4.2) for R. A Bayes factor higher than one favors the model that includes experimental condition (i.e., favors the hypothesis that labels had an effect on retrieval), while a Bayes factor lower than one favors the intercept-only model. To conduct follow-up pairwise comparisons between non-baseline conditions, we used the lsmeans package (Version 2.30-0).

2.3. Results

As predicted, in the absence of labels, domain retrieval was dominant. Participants in the baseline condition retrieved over twice as many domain matches (4.58 of 10) as relational matches (1.56 of 10). However, consistent with our second prediction, the likelihood of relational retrieval increased when relational labels were provided.

Relational retrieval varied by label condition, see Table 1 and Fig. 3. The model including experimental conditions was preferred over an intercept-only model (i.e., the Bayes factor is higher than 1). Participants who received labels only at encoding retrieved more relational matches than those in the baseline condition, whether the labels preceded or followed the passages. Participants who received relational labels only at test also showed this advantage over baseline, but only if the labels preceded the passages. Not surprisingly, participants who received labels at both encoding and test retrieved more relational matches than baseline participants, whether the labels preceded or followed the passages. For each participant, we calculated the number of relational matches retrieved, total number of retrievals, nor the number of missing responses, so data from all the participants were combined in the analyses.

1 The between-subjects counterbalancing variable of passage set (set A vs. set B at encoding) did not affect the number of relational matches retrieved, domain matches retrieved, total number of retrievals, nor the number of missing responses, so data from all the participants were combined in the analyses.
followed the passages. See Supplemental Material for descriptive statistics by condition.

Additional Tukey-adjusted pairwise comparisons between conditions revealed that there were more relational retrievals when labels were present at both encoding and test than when they were present only at test or only at encoding (regardless of whether the labels were before or after the passages), all \( p < .001 \). Finally, there was an advantage for labels only at encoding (labels before or after the passages) over labels only at test (labels after passages), \( p = .026 \) and \( p = .006 \), respectively.

Relational labels also had an effect on domain retrieval, see Table 1. The model including experimental conditions was preferred over an intercept-only model. Participants who received relational labels mostly retrieved fewer domain matches. Compared to the baseline condition, fewer domain matches were retrieved by participants who received labels at encoding and test or only at encoding, regardless of label order.

Additionally, participants who received relational labels at encoding, with labels before passages, retrieved fewer domain than participants who received relational labels at test, regardless of whether test labels preceded or followed passages, \( p < .001 \) and \( p = .012 \), respectively. Likewise, participants who received relational labels at encoding, with labels after passages, retrieved fewer domain matches than participants who received relational labels at test, but only if test labels

Table 1
Results of Poisson regression models estimating the effect of experimental condition on the number of relational matches and domain matches retrieved. The no-label condition served as the baseline for comparison. Please see the Condition estimate column for exponentiated values of summed coefficient estimates.

<table>
<thead>
<tr>
<th></th>
<th>( B )</th>
<th>( SE )</th>
<th>Condition estimate</th>
<th>( \text{Exp}(B \text{ intercept } + B \text{ condition}) )</th>
<th>( z )</th>
<th>( p )</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Effect of relational labels on number of relational matches</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept: baseline/no labels</td>
<td>0.4418</td>
<td>0.1336</td>
<td>1.556</td>
<td>3.306</td>
<td>.001</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Labels at encoding (labels before passages)</td>
<td>0.7196</td>
<td>0.163</td>
<td>3.194</td>
<td>4.416</td>
<td>&lt; .001</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Labels at encoding (labels after passages)</td>
<td>0.7819</td>
<td>0.1621</td>
<td>3.400</td>
<td>4.825</td>
<td>&lt; .001</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Labels at test (labels before passages)</td>
<td>0.4798</td>
<td>0.1691</td>
<td>2.513</td>
<td>2.837</td>
<td>.005</td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>Labels at test (labels after passages)</td>
<td>0.2369</td>
<td>0.1799</td>
<td>1.971</td>
<td>1.317</td>
<td>.188</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labels at encoding &amp; test (labels before passages)</td>
<td>1.2928</td>
<td>0.1509</td>
<td>5.667</td>
<td>8.569</td>
<td>&lt; .001</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Labels at encoding &amp; test (labels after passages)</td>
<td>1.4718</td>
<td>0.1482</td>
<td>6.777</td>
<td>9.933</td>
<td>&lt; .001</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Bayes factor vs. intercept only model</td>
<td>2.453E+26 ± 0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Effect of relational labels on number of domain matches</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept: baseline/no labels</td>
<td>1.522</td>
<td>0.078</td>
<td>4.583</td>
<td>19.556</td>
<td>&lt; .001</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Labels at encoding (labels before passages)</td>
<td>−0.595</td>
<td>0.131</td>
<td>2.528</td>
<td>−4.557</td>
<td>&lt; .001</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Labels at encoding (labels after passages)</td>
<td>−0.493</td>
<td>0.128</td>
<td>2.800</td>
<td>−3.864</td>
<td>&lt; .001</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Labels at test (labels before passages)</td>
<td>0.008</td>
<td>0.109</td>
<td>4.622</td>
<td>0.076</td>
<td>.939</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labels at test (labels after passages)</td>
<td>−0.136</td>
<td>0.115</td>
<td>4.000</td>
<td>−1.185</td>
<td>.236</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labels at encoding &amp; test (labels before passages)</td>
<td>−0.711</td>
<td>0.136</td>
<td>2.250</td>
<td>−5.244</td>
<td>&lt; .001</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Labels at encoding &amp; test (labels after passages)</td>
<td>−0.886</td>
<td>0.144</td>
<td>1.889</td>
<td>−6.151</td>
<td>&lt; .001</td>
<td>***</td>
<td></td>
</tr>
<tr>
<td>Bayes factor vs. intercept only model</td>
<td>4.206E+10 ± 0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Results of Experiment 1. The main comparisons of interest, marked in black, were between the baseline (no-label) condition and each of the labeling conditions. Participants who received relational labels at test (labels before passages), at encoding (labels before/after passages), or at encoding and test (labels before/after passages) all retrieved more relational matches than those who did not receive labels. Additional differences between conditions are noted in grey.
An additional inoculation. They were paid or received course credit for their participation. English speakers recruited from the Northwestern University community. 4.1. Method

4.1.2. Materials, design, and procedure

The passage sets were the same as those in Experiment 1, except that the label type varied. Also, based on the results of Experiment 1, all labels were presented before the passages. The design was a 2 (label present vs. absent at encoding) × 2 (label present vs. absent at test) × 2 (relational labels vs domain labels) between-subjects design, resulting in seven conditions: baseline (no labels); relational labels at encoding, relational labels at test, relational labels at encoding and test, domain labels at encoding, domain labels at test, domain labels at encoding and test.

The procedure was as in Experiment 1. Participants in the label conditions received either relational labels (e.g., this is an example of inoculation) or domain labels (e.g., This is an example from anatomy). The dependent measures were the numbers of domain and relational matches retrieved by each participant. The same trained research assistant, blind to condition, classified responses as relational matches, domain matches, or other responses. As in Experiment 1, we used Poisson regression models to characterize the relationship between experimental conditions (relational labels and domain labels) on the number of responses retrieved by participants.

4.2. Results

Replicating the findings of Experiment 1, we found that relational labels affected the likelihood of relational retrieval, see Table 2. The model including relational label conditions was preferred over an intercept-only model. Participants in all three of the relational label conditions retrieved more relational matches than participants in the baseline no-label condition. Tukey-adjusted pairwise comparisons did not reveal any additional differences between conditions. This pattern of results replicates the main finding of Experiment 1—that relational labels improve relational retrieval. However, surprisingly, in contrast to Experiment 1, we did not see a relational retrieval advantage for labels at both encoding and test over just one instance of labels.

Receiving relational labels also had the effect of reducing the rate of domain-match retrieval. As in Experiment 1, participants who received relational labels at encoding and test or only at encoding retrieved fewer domain matches than participants in the baseline condition, see Table 2. The model including relational label conditions was preferred over an intercept-only model. Tukey-adjusted pairwise comparisons did not reveal any additional differences. Thus the findings concerning the negative effect of relational labels on domain matches are parallel to those of Experiment 1, except that in Experiment 2 we did not find that participants who received relational labels at encoding or at encoding and test retrieved fewer domain matches than those who received relational labels only at test.

The pattern of results was quite different for domain labels. Consistent with the idea that information about specific content features is naturally encoded in a uniform way, domain labels did not reliably affect the likelihood of domain retrieval. An intercept-only model of domain retrieval was preferred over a model that included domain label conditions (i.e., the Bayes factor was < 1 for the model with domain label conditions as compared to the intercept-only model), see Table 2. Likewise, an intercept-only model of relational retrieval was preferred over a model that included domain label conditions, see Table 2.

Could the lack of improvement in participants' domain retrieval have been due to a ceiling effect? To examine this possibility, we used the total number of responses retrieved by participants in response to test passages as an estimate of ceiling performance. Across the two experiments, the total number of responses produced by participants to these 10 key passages was relatively consistent—between 8.6 and 10.8, and it did reliably vary by conditions in either experiment (see Supplemental Material for details). With this as the ceiling, there was still room for domain labels to have an effect. In the baseline condition in Experiment 2, domain matches made up only half of total responses to test passages. Even in the condition in which the number of domain matches was the highest (domain labels at test), this proportion was still below 60%. In comparison, in the condition with the most

2 The between-subjects counterbalancing variable of passage set (set A vs. set B at encoding) again did not affect the number of relational matches retrieved, domain matches retrieved, total number of retrievals, nor the number of missing responses, so data from all the participants were combined in the analyses.
Table 2
Results of Poisson regression models estimating the effect of experimental condition (relational labels, domain labels) on the number of relational matches and domain matches retrieved. The no-label condition served as the baseline for comparison. Please see the Condition estimate column for exponentiated values of summed coefficient estimates.

<table>
<thead>
<tr>
<th>Condition</th>
<th>B</th>
<th>SE B</th>
<th>Condition estimate Exp(B intercept + B condition)</th>
<th>z</th>
<th>p *</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept: baseline/no labels</td>
<td>0.894</td>
<td>0.151</td>
<td>2.444</td>
<td>5.929</td>
<td>&lt;.001 ***</td>
</tr>
<tr>
<td>Relational labels at encoding</td>
<td>0.573</td>
<td>0.189</td>
<td>4.333</td>
<td>3.037</td>
<td>.002 **</td>
</tr>
<tr>
<td>Relational labels at test</td>
<td>0.618</td>
<td>0.194</td>
<td>4.533</td>
<td>3.192</td>
<td>.001 **</td>
</tr>
<tr>
<td>Relational labels at encoding and test</td>
<td>0.545</td>
<td>0.199</td>
<td>4.214</td>
<td>2.734</td>
<td>.006 **</td>
</tr>
<tr>
<td>Bayes factor vs. intercept only model</td>
<td>2.483 ± 0.03%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Effect of relational labels on the number of relational matches retrieved

<table>
<thead>
<tr>
<th>Condition</th>
<th>B</th>
<th>SE B</th>
<th>Condition estimate Exp(B intercept + B condition)</th>
<th>z</th>
<th>p *</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept: baseline/no labels</td>
<td>1.564</td>
<td>0.108</td>
<td>4.778</td>
<td>14.504</td>
<td>&lt;.001 ***</td>
</tr>
<tr>
<td>Relational labels at encoding</td>
<td>-0.563</td>
<td>0.179</td>
<td>2.722</td>
<td>-3.143</td>
<td>.002 **</td>
</tr>
<tr>
<td>Relational labels at test</td>
<td>-0.247</td>
<td>0.172</td>
<td>3.733</td>
<td>-1.437</td>
<td>.151</td>
</tr>
<tr>
<td>Relational labels at encoding and test</td>
<td>-0.442</td>
<td>0.187</td>
<td>3.072</td>
<td>-2.366</td>
<td>.018 *</td>
</tr>
<tr>
<td>Bayes factor vs. intercept only model</td>
<td>4.284 ± 0.02%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Effect of relational labels on the number of domain matches retrieved

<table>
<thead>
<tr>
<th>Condition</th>
<th>B</th>
<th>SE B</th>
<th>Condition estimate Exp(B intercept + B condition)</th>
<th>z</th>
<th>p *</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept: baseline/no labels</td>
<td>1.564</td>
<td>0.108</td>
<td>4.778</td>
<td>14.504</td>
<td>&lt;.001 ***</td>
</tr>
<tr>
<td>Domain labels at encoding</td>
<td>0.057</td>
<td>0.150</td>
<td>5.056</td>
<td>0.376</td>
<td>.707</td>
</tr>
<tr>
<td>Domain labels at test</td>
<td>0.282</td>
<td>0.149</td>
<td>6.333</td>
<td>1.894</td>
<td>.058</td>
</tr>
<tr>
<td>Domain labels at encoding and test</td>
<td>0.152</td>
<td>0.151</td>
<td>5.563</td>
<td>1.006</td>
<td>.315</td>
</tr>
<tr>
<td>Bayes factor vs. intercept only model</td>
<td>0.389 ± 0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Effect of domain labels on the number of relational matches retrieved

<table>
<thead>
<tr>
<th>Condition</th>
<th>B</th>
<th>SE B</th>
<th>Condition estimate Exp(B intercept + B condition)</th>
<th>z</th>
<th>p *</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept: baseline/no labels</td>
<td>0.894</td>
<td>0.151</td>
<td>2.444</td>
<td>5.929</td>
<td>&lt;.001 ***</td>
</tr>
<tr>
<td>Domain labels at encoding</td>
<td>-0.201</td>
<td>0.225</td>
<td>2.000</td>
<td>-0.893</td>
<td>.372</td>
</tr>
<tr>
<td>Domain labels at test</td>
<td>-0.511</td>
<td>0.261</td>
<td>1.467</td>
<td>-1.956</td>
<td>.050</td>
</tr>
<tr>
<td>Domain labels at encoding and test</td>
<td>-0.575</td>
<td>0.261</td>
<td>1.375</td>
<td>-2.204</td>
<td>.028 *</td>
</tr>
<tr>
<td>Bayes factor vs. intercept only model</td>
<td>0.301 ± 0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Effect of domain labels on the number of domain matches retrieved

The pattern of results evidenced by the retrieval pattern changes brought on by relational labels. It is just that domain labels do not seem to have the same kind of effect on retrieval.

This pattern of findings is consistent with the idea that information about content features is uniformly encoded by default, and that domain labels, which serve to highlight this information, do not meaningfully change the way this information is encoded and retrieved. In sum, as predicted, relational labels had a substantially greater effect on relational retrieval than did domain labels on domain retrieval.

5. General discussion

We have advanced two claims. First, a major reason that relational retrieval is poor relative to retrieval based on surface similarity is differential encoding variability—information about objects and other entities is typically encoded uniformly across situations, whereas relational information is encoded in a context-specific way (Asmuth & Gentner, 2017; Forbus et al., 1995; Gentner et al., 2009; Kersten & Earles, 2004). Second, the use of a relational schema label invites a corresponding relational construal, such that a labeled example is structured to fit the overarching relational pattern conveyed by the term. This can make the representation of relational patterns across examples more uniform, thereby increasing the likelihood of relational retrieval.

Our findings support these claims. First, in both studies, in the baseline no-label condition, the number of retrieved domain matches greatly exceeds the number of relational matches, consistent with the idea that encoding of information about objects and other entities is more stable across situations than encoding of relational information. Second, the use of relational labels increased relational retrieval: in both experiments, the use of relational labels at encoding, at test, or at both encoding and test increased the likelihood of relational retrieval over a baseline no-label condition (Experiments 1 and 2). Third, this labeling effect did not occur for domain labels: domain labels, which serve to highlight information about objects, characters, and locations associated with that domain, did not reliably affect domain retrieval (Experiment 2)—consistent with the claim that this information is encoded uniformly by default. Thus, consistent with our fourth prediction, the presence of relational labels had a greater effect on relational retrieval than did the presence of domain labels on domain retrieval.

It is important to consider alternative accounts for the current set of findings. One possibility is that receiving a relational label might simply make that specific relation within the passage more salient, rather than inviting a relational construal of the larger passage. For instance, the label positive feedback loop might bring people’s attention to this local relational pattern within a passage about global warming. Perhaps such local highlighting could help people retrieve from memory other examples that share this local pattern (e.g., a prior example about a microphone-speaker system). But if labels simply made named aspects of labeled situations more salient, then domain labels would be expected to have a similar effect by highlighting domain information and aiding retrieval of other examples sharing this information. Thus, while local salience may contribute to the effect of relational labels, we do not think it can account for the full effect. Another possibility is that people generated their own relational labels for some of the passages. If they generated a label for a passage during one phase of the experiment, receiving the same relational label for another passage in the other phase may have caused a match, aiding relational retrieval. Although self-generation is an interesting possibility to investigate, it is unlikely that this played a large role in the current studies, given the low rate of relational retrieval in the baseline condition. Finally, a third possibility is that the use of relational labels might have set an expectation that it is important, or will be important, to retrieve examples based on similarities in relational structure. This expectation would have been particularly effective if the label occurred during the encoding phase, since it would have allowed people to focus on the right details of passages to remember for later. However, again, if this account were correct, then the positive effects of expectations set by labels should have extended to
domain labels—yet they did not.

5.1. Relationship to prior work on relational and domain labels

The current findings add to prior work demonstrating that the use of relational language can improve relational retrieval and transfer. For example, Clement, Mawby, and Giles (1994) found that using the same or synonymous verbs to describe analogous situations improved relational retrieval, suggesting that using relational terms that invite a similar construal of situations can increase the likelihood of relational retrieval. Further, receiving a set of relational terms when learning about a new domain can improve the likelihood of later relational transfer in children (Loewenstein & Gentner, 2005) and adults (Son, Doumas, & Goldstone, 2010). However, to our knowledge, this research is the first to compare relational labels with domain labels. Our findings are novel in other respects as well. First, we demonstrated that adding only a single relational term to an example can improve relational retrieval. Second, we found that relational labels can improve retrieval even if they are present only at retrieval time. This finding extends prior research on ‘late abstraction’ involving comparison (Gentner et al., 2009)—suggesting that relational retrieval from memory is more likely if the probe example is encoded with a clear overarching relational pattern. We speculate that even if such an encoding makes it more likely that there will be a partial relational match with the probe example, and that this can contribute to increased relational retrieval.

In our studies, domain labels were remarkably ineffective, consistent with our claim that information about entities (e.g., objects, animals, and characters) is encoded uniformly by default. These findings dovetail with prior findings by Ripoll (1998); he found that providing a title highlighting a target example’s domain did not improve retrieval of a base that shared this domain unless the base and target also shared surface cues (several matching phrases). However, we note that our findings do not imply that entity labels are psychologically unimportant across the board. There is evidence that object labels are important in forming initial nominal categories in very young children (Waxman & Hall, 1993; Waxman & Markow, 1995; Xu, 2002; Xu, Cote, & Baker, 2005) and adults (Lupyan, Rakison, & McClelland, 2007). We speculate that over repeated usage, many entity categories become strongly entrenched with a stable default representation that is readily available.

5.2. Differential encoding variability

We have suggested that one reason that relational retrieval is typically worse than retrieval via concrete entities is that relations are encoded more variably than entities. Because this is by no means a settled view, it behooves us to review evidence for this claim. As discussed earlier, one line of evidence comes from psycholinguistic studies that show a verb mutability effect in sentence encoding and memory (Earles & Kersten, 2017; Gentner, 1981; Gentner & France, 1988; Kersten & Earles, 2004; King & Gentner, 2019; Reyna, 1980). When people are asked to paraphrase semantically strained sentences, they are far more likely to alter the standard meaning of the verb than that of the noun (Gentner & France, 1988; see also King & Gentner, 2019; Reyna, 1980). Verb mutability is directly related to the retrieval pattern whereby verbs are poorly remembered relative to nouns, and more vulnerable to changes in context (Earles & Kersten, 2017; Kersten & Earles, 2004). As Kersten and Earles (2004, p. 199) noted: “If the meanings of verbs are dependent on linguistic context, memory for a verb may be dependent on reinstating the same linguistic context as that present when it was originally encountered.”

Other evidence that relations are encoded in a more context-sensitive way than are concrete entities comes from research on how people apply mathematical operations to specific situations (Bassok, 1996; Bassok et al., 1995). For example, Bassok, Chase, and Martin (1998) asked college students to construct a simple addition (or division) problem involving two specified object categories. Despite the familiarity of these operations, the results varied substantially depending on the fit between the specified operation and the situation suggested by the pair of objects. For example, participants told to write addition problems were accurate 82% of the time for symmetrical pairs, such as tulips and daffodils, but only 61% of the time for pairs that typically occur in asymmetric situations, such as tulips and vases. Further, the most common error was to alter the specified operation to fit the content situation. For example, when given the pair peaches-basket, a participant in the addition condition wrote “Two baskets hold 30 peaches, how many peaches does 1 basket hold?” This response preserves the specified objects but alters the specified relation. Bassok and colleagues have found that for both relatively unfamiliar operations, such as permutation, and highly familiar operations, such as addition, people tend to adapt the mathematical operation to fit the entities, rather than the reverse.

5.3. Implications for education and learning

Learning terminology can seem pointless to students. However, learning the relational terminology of a domain may be crucial to developing expertise. Such a set can serve as a tool kit with which to uniformly encode relational patterns (Gentner, 2003, 2016; Gentner & Christie, 2010). For example, notions like ‘conservation of X’ or ‘positive feedback loop’ can be applied throughout domains. We suggest that learning and applying such relational terms helps learners to perceive and encode important relational patterns and to see non-obvious parallels within and between domains. Labeling diverse examples is important because a person who knows the meaning of a relational term in one context may not notice instances of that relational category in other contexts without some scaffolding. This is made clear by performance in the present study, in which people who did not receive relational labels were unlikely to retrieve situations that matched a target situation’s relational category, even though the terms naming these relational categories are generally known.

The use of relational language may aid domain learning in other ways as well: for example, if a new term, such as positive feedback cycle, is applied to two examples, this invites comparing the two examples, and thereby discovering their common structure (Christie & Gentner, 2014; Gentner, 2010, 2016; Gentner & Namy, 1999). Of course, we are not arguing that learning terminology is always beneficial. Memorizing the 200 parts of a fish is unlikely to be useful for one’s general understanding of biology. Rather, our findings suggest focusing on key relational terms that can be applied across situations within and across domains. We suggest that learning and using relational labels contributes to the growth of expertise. Applying a set of terms systematically throughout the domain may promote comparison and abstraction of common patterns. Over time, this habitual naming and noticing of domain-relevant relational patterns may lead to a set of highly fluent patterns that aid in interpreting domain phenomena. One reason that relational retrieval is more likely for domain experts than for novices (e.g., Goldwater et al., under review; Novick, 1988) may be that experts have acquired a technical vocabulary for common relational patterns, which they habitually use. This common vocabulary invites comparison and abstraction, contributing to the process of developing domain-general relational representations.

Indeed, as expertise increases, these patterns may become sufficiently fluent that the scaffolding provided by external labels may become unnecessary—either because of self-labeling or because labels may no longer be needed at all. In line with this idea, in two recent studies, Raynal, Clément, and Sander (2017, 2018) found that when experimental examples instantiated common relational patterns from domains that we are all expert in—social and everyday life—relational retrieval was more likely than retrieval based on superficial content features, even in the absence of overt labels. Eventually, relational categories may become well-practiced enough to not require labeling.
5.4. Implications for innovation
A relational vocabulary may help contribute to innovation in science, design, and technology, where transferring knowledge across domains is often crucial for creative solutions (Kalogerakis et al., 2010). Applying the details of previous solutions to a target problem can facilitate problem-solving and promote creativity. Examples of real life innovation (Enkel & Gassmann, 2010) illustrate that successful solutions often apply both the overall relational structure as well as some of the details of a base to a target. For instance, to solve one target problem—uneven stitches in commercial sewing—a company applied a “regulation” solution from another domain. Novice sewers have a hard time controlling the speed of sewing machines, leading to uneven stitches. What these sewers needed was a way to regulate the length of their stitches—that is, a means of regulation independent of sewing machine speed. The company adapted sensor technology used in computer mice that allows a mouse to track smoothly on a screen even if the speed of its physical movement is uneven. The sensor was integrated into the sewing machine foot and regulated the speed of the material moving under it to create even stitches. Using relational language to identify the problem to be solved may help people successfully search for and identify previous solutions to the same problem in order to apply them.

6. Conclusion
Our findings show that relational labels can have a powerful effect on people’s ability to encode and retrieve examples of relational patterns. We suggest that the use of relational labels highlights relational patterns that might otherwise be missed, or bound to the specific features of examples. We further suggest that habitual use of domain-relevant relational terms is a major contributor to experts’ superior relational encoding and retrieval.
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